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1 Introduction

It has been more than 40 years since the collapse of Bre�on Woods, and there is no clear

consensus about the consequences that foreign exchange rate uncertainty has on interna-

tional trade �ows. A�er this episode, it has been widely documented that exchange rates

became particularly di�cult to predict and highly volatile, creating what is known as cur-

rency risk. While the problems associated with currency risk are generally well recognized

by �rms engaging in international activities and by policymakers, the literature was not able

to �nd any meaningful relationship between exchange rate uncertainty and international

trade. Understanding the relevance and channels through which foreign exchange rate un-

certainty a�ects international trade is imperative in an increasingly connected world.

In this paper, I solve this problem by proposing a new forward-looking and model-

consistent measure of real exchange rate uncertainty (henceforth RERU). Using this measure

of RERU, I then document 3 �rm-level facts on how �rms respond to these shocks consistent

with the existence of a “precautionary margin of international trade”. In particular, when

real exchange rate uncertainty increases, exporters 1) reduce their export intensity, 2) are

more likely to stop exporting, and 3) are less likely to start exporting to new markets. I

show that these results are mainly explained by those exporters facing higher paying in-

terest rates, suggesting that �nancial conditions are key dimensions to understanding these

facts. I then extend an otherwise standard dynamic model of international trade to incor-

porate these features. In particular, I model �nancial imperfection as friction on �nancial

contracts where �rms are able to default on their debt. I then show that the existence of debt

default is essential to generate �rms that behave consistently with the empirical results. Fi-

nally, I calibrate this model to �rm-level data from Colombia and show that RERU has large

quantitative e�ects on international trade.

�e new measure of RERU follows from a regime-switching estimation method to esti-

mate the RERU that agents in an economy face when making decisions. �is way of pro-

ceeding allows me to clearly distinguish between shocks to the level of the real exchange
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rate and its expected volatility, as it allows me to pin down a time-varying expected un-

certainty over the real exchange rate conditional on information available at a particular

time.

At the aggregate level, I �nd a negative relationship between total international trade

and RERU. �is result follows from the results of a standard gravity equation expanded

with the RERU measure. In particular, I �nd that a one standard deviation increase in RERU

is associated with a drop in total trade over GDP of 5%. To give some context, this drop

represents nearly one-third of the drop in trade experienced during the trade collapse that

occurred in 2008. But what is behind this negative relationship in the data?

According to standard sunk cost models of international trade, as in Dixit (1989a), Dixit (1989b),

and Alessandria et al. (2007), when real exchange rate uncertainty increases, all adjustment

in export markets is due to changes in the extensive margin of trade. In these models, �rms

have to pay a sunk cost to start exporting, a�er which they face smaller continuation costs

to keep exporting. When pro�ts become more uncertain, as in any sunk-cost investment

model, �rms �nd it optimal to delay their investment decision. �is delay in investment

takes a particular form in these frameworks as fewer �rms are willing to enter new export

markets, and fewer exporters are willing to stop exporting. �ese changes have o�se�ing

e�ects. When RERU increases, on the one hand, there will be fewer �rms entering new

markets, reducing aggregate export; on the other hand, exporters will be less willing to stop

exporting, increasing aggregate exports.

I test these predictions using Colombian �rm-level data. Contrary to the predictions of

the standard sunk cost model, the results show that changes in RERU generate trade re-

sponses through both intensive and extensive margins. With respect to the intensive mar-

gin, when real exchange rate uncertainty increases, exporters reduce their export intensity.

�is reaction is mostly explained by exporters paying higher interest rates. �e adjustment

through the extensive margin shows that a higher RERU reduces �rms’ willingness to ex-

port. In particular, fewer �rms have started exporting to new markets, and more exporters

have stopped exporting. �ese empirical results are robust to a di�erent range of speci-
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�cations and to the addition of di�erent types of controls. I argue that these results are

consistent with what I call the “precautionary margin of international trade”.

�e existence of this precautionary margin of international trade implies that standard

sunk cost type models will underestimate the impact that real exchange uncertainty has

on international trade, mainly due to two reasons. �e �rst one is the lack of response in

the intensive margin predicted by this model. �e second is due to the prediction that fewer

�rms will quit exporting when RERU is high. �ese predictions are contrary to the empirical

pa�erns documented at the �rm level.

I overcome these problems by developing a new dynamic model of international trade

based on Dixit (1989b) that incorporates the existence of �nancial risk. I follow Arellano et

al. (2018) in modeling �nancial imperfections as friction on �nancial contracts where �rms

are able to default on their debt and borrow from a risk-neutral lender. Once the �nancial

frictions are added, the model results become consistent with the documented �rm-level

facts.

�e existence of debt default is essential to motivate �rms to behave consistently with

the empirical pa�ern. �e intuition is as follows. While increases in real exchange rate un-

certainty leave the expected value of the exchange rate intact, the probability that �rms

assigned to end up in a �nancially vulnerable situation increases. �is leads exporters to

engage in precautionary practices, increasing markups or qui�ing the export market to re-

duce the risk they face. �ese precautionary practices lead to a drop in aggregate exports

through the extensive and intensive margin of trade, consistent with the empirical pa�erns

in the data. To estimate the quantitative relevance of these mechanisms, I estimate the ex-

tended model to match the key moments of exporter behavior. I �nd that a one standard

deviation change in RERU can reduce total exports by 6%.

Literature �is paper is contained in the literature that studies how uncertainty a�ects

real allocations. For example, Bloom (2009) and Arellano et al. (2018) argue that uncertainty

played a signi�cant role in explaining the 2008 crisis due to capital adjustment costs in the

former work or due to �nancial frictions in the la�er. Also, recent papers have proposed

new measures for aggregate volatility to analyze the e�ect of uncertainty shocks on di�er-
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ent aggregate economic variables as in Jurado et al. (2015), Fernandez-Villaverde et al. (2010),

and Fernández-Villaverde et al. (2011). Furthermore, there is an increasing interest in under-

standing how uncertainty can a�ect international trade. For example, Novy et al. (2014) doc-

ument that incorporating aggregate volatility shocks into a model with inventories helps to

explain the high volatility of international trade �ows. In contrast, Alessandria et al. (2015)

discussed the direction of the causality between idiosyncratic uncertainty and aggregate

shocks and found that in a sunk cost model of exports, idiosyncratic uncertainty shocks

generate a counterfactual increase in exports, and Fernández-Villaverde et al. (2011) stud-

ies how volatility shocks to the interest rate can a�ect the macroeconomic performance of

small open economies.

In particular, this paper is more closely related to two branches of literature: the lit-

erature that studies how real exchange rate volatility a�ects international trade and the

literature that studies how �nancial frictions can a�ect international trade. �e former is a

literature that started in the early seventies and is summarized by McKenzie (1999), Clark

et al. (2004) and Bahmani-Oskooee et al. (2007). �e main conclusion is that the literature

did not �nd any meaningful relationship between exchange rate volatility and trade vari-

ables at the aggregate level. Recently, some papers have studied the sectoral e�ects that

real exchange uncertainty has on trade as in Lin et al. (2018), Héricourt et al. (2015), and

Héricourt et al. (2016), which �nd that �rms that belong to �nancially vulnerable sectors

tend to respond negatively to exchange rate volatility.

Concerning the second literature, several papers suggest that �nancial imperfections

can a�ect trade in di�erent ways. Manova (2013) shows that �nancially developed coun-

tries have comparative advantages in sectors that are more �nancially vulnerable, Kohn et

al. (2016) show that �nancial imperfections can help to understand export dynamics during

large devaluations, and Kohn et al. (2016) show that �nancial imperfections can help to ex-

plain new exporter dynamics. More recently, Brooks et al. (2019) found that the relevance

of �nancial imperfections to understand the gains from a trade reform episode depends on

the way �nancial imperfections are modeled and that for Colombia, the data seems to point
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out that a standard collateral constraint can be a misleading interpretation of how trade

responds to trade reforms.

�is paper makes four main contributions to these three strands of the literature. First,

I propose a new method to measure real exchange rate uncertainty that can be easily ap-

plied to a wide range of countries and that can distinguish �rst-moment shocks to the real

exchange rate from second-moment shocks, which is not possible to achieve using rolling

standard deviations over the changes in the real exchange rate or GARCH/ARCH type meth-

ods. I �nd that using this measure, the aggregate relation between real exchange uncertainty

and international trade is meaningful not only statistically but also economically, something

that the former literature was not able to �nd at the aggregate level. Second, I show that

both the intensive and the extensive margin of trade respond to changes in RERU and that

these changes are related to a �rm’s �nancial situation and the shipping lags it faces. �ird,

I propose a new model building on Alessandria et al. (2007) and Arellano et al. (2018) that

can replicate the negative relationship between real exchange uncertainty and trade and

the �rm level responses at both the intensive and the extensive margin by incorporating

debt default and shipping lags as a novel mechanism. Fourth, I test the relevance of the new

measure using simulated data from the model and compare it with other measures used by

the literature. �e lack of empirical relevance at the aggregate level found in the literature

examining real exchange volatility and trade is likely due to the measure of real exchange

uncertainty used in the past.

�e structure of the paper is as follows. Section 2 presents a simpli�ed model to high-

light the core mechanism. Section 3 brie�y describes the data. Section 4 discusses how I

construct the measure of real exchange uncertainty and its relationship with other aggre-

gate variables. Section 5 documents the facts relating to trade and real exchange uncertainty.

Section 6 develops the model. Section 7 presents the quantitative exercises using the model,

and section 7 concludes.
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2 �e mechanism in a simple example

Let’s start with a simpli�ed model highlighting the core mechanism of this precaution mech-

anism in international trade. In this setup, �rms live two periods; they have an outstanding

debt, b, which will be paid in the second period, a�er which they will get an additional value

κ > 0 and die. To sell abroad, �rms make a contract invoiced in foreign currency where the

buyer and the seller agree on the �rst period over the quantities and prices to be delivered

in the following period. In the second period, the buyer gets the products and pays them

back to the �rm. �e �rm transforms this income at the spot exchange rate e and uses it to

pay back its employees at the agreed wage and its outstanding debt and to issue dividends

if there is a rest; all these payments are made in local currency. If the �rm’s income �ow is

insu�cient to pay back its total debt (wages and debt), it goes bankrupt and can’t collect its

scrap value κ.

Given the debt b, a set price p, an exchange rate e, wages, w, labor l, and a quantity sold

q, the �rms’ condition for not going bankrupt is given by:

piqie− wli − bi ≥ 0 (1)

�is implies that there is a break-even exchange rate, e∗, above which the �rm will not

go bankrupt and below which it will go bankrupt, given by:

e∗ =
(wli + bi + fe)

piqi
≥ 0 (2)

Higher debt, wages, or work hired, ceteris paribus, increases the break-even exchange

rate value for the �rm. Higher nominal sales conditional on the previous elements reduce

the break-even exchange rate. Given the above condition, the exporter’s problem is then

given by:

max
p,l

βE{Ie≥e∗ [piqie− wli − bi + V ]} (3)
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subject to qi = p−θ, l = q
zi

, and (2). Hence, the exporter’s problem can be re-write as:

max
l
β

∫ ∞
e∗(l)

{(zl)
1−θ
θ

i e− wl − bi − fe + V }f(e)de (4)

Consequently, a�er applying the Leibniz integral rule, the �rst-order conditions are

given by:

z
1−θ
θ

i l−1/θ
∫ ∞
e∗(l)

ef(e)de− w(1− F (e∗)− ∂e∗

∂l
f(e∗)V = 0

note that unlike the standard case, the marginal cost of hiring more labor is given by two

components: the usual marginal cost of labor, w, and the additional risks of ending up in a

�nancially vulnerable situation a�ached to hiring more labor ∂e∗

∂l
f(e∗)V . By using the �rst

order condition, we get that the average �rms’ ex-ante prices in domestic currency are given

by:

E{pe|e≥e∗} =
θ

θ − 1

w

z

1 +
∂e∗

∂l

f(e∗)

1− F (e∗)

V

w︸ ︷︷ ︸
risk cost

 (5)

In this case, the expected marginal cost of selling an additional unit contemplates two

components: the usual marginal cost of increasing production, w
z

; and also the changes in

the probability of losing the future �rm value, as shown in the second term of the equation

(5).

�e additional ”risk cost” associated with increasing production distorts the chance of

the �rm’s usual �rst-order condition and creates a wedge between the expected returns of

selling abroad and the associated technological costs. To see this more clearly, imagine the

case where �rms priced their products a�er knowing the realization of the exchange rate

and hence face no exchange rate risks. In this case, the price in domestic currency, ceteris

paribus, will be given by ep̂i = θ
θ−1

w
z

, and hence the expected observed domestic price - for

those �rms not going out of the market - will be given by:

E{p̂e|e≥e∗} =
θ

θ − 1

w

z
(6)
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By comparing equation (5) to (6), we can draw at least two important conclusions re-

garding the relevance of exchange rate risk for international trade �ows. �e �rst one is

that the existence of liquidity risks under the existence of rate uncertainty increases prices

on average and hence decreases quantities exported. �e second is that the exchange rate

risk induces �rms to price foreign sales higher than domestic sales, all else equal, and hence,

exchange rate risks work as a relatively higher trade cost to export, or in other terms, it is

similar to the existence of an iceberg cost to export.

�e above implications are of extreme importance for papers studying the consequences

and causes of trade shocks, as in Alessandria et al. (2014), for international trade and macroe-

conomic dynamics. It suggests that if exporters price in foreign currency and face liquidity

risks, variation in the exchange rate uncertainty can be captured as a time-varying cost to

exports - relative to domestic sales- in models without these frictions. Hence, it provides a

new explanation and a micro foundation for the observed time variation in iceberg costs

that models need to match the data. Since, in general, hazard rates ( f(e∗)
1−F (e∗)

) are increas-

ing in volatility, this implies periods of higher exchange rate uncertainty will be associated

with smaller exports, which standard models without these features will then capture in

time-varying iceberg costs.1

3 Data

In this section, I present the data used in the empirical analysis. �e empirical analysis is

divided into two parts. First, I analyze the relationship between time-varying real exchange

rate uncertainty and trade openness at the aggregate level for several countries. �en, I focus

on how exporters react to changes in real exchange rate uncertainty. For the aggregate

analysis, I use panel data composed of 58 countries listed in Table A.1 of the appendix.

�e panel goes from 1995-2015. �e availability of the real exchange rate series for some

countries mainly restricts the sample period. I use this panel to aggregate the relevance of
1See Arellano et al. (2018) for how increased uncertainty a�ects hazard rates.
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real exchange rate uncertainty shocks over total trade, exports, and imports. �e sources

for the aggregate data are:

– Bank of International Se�lements: Monthly e�ective real exchange rate (RER) indices.

– Penn World Tables and World Development Indicators: Aggregate variables like exports,

imports, GDP, terms of trade, and price indices.

– CEPII: Gravity equations variables like distance, common language, trade agreements,

colonial relationships, and entry cost (in monetary terms and in time).

Firm level data �e �rm-level database is a panel from 2006 to 2015 constructed using two

sources. �e main source is Colombian customs data, which reports all international exports

at the �rm-destination-product level at a monthly frequency. �e second source comes from

the ”Superintendencia de Sociedades”. �is data is reported at the �rm level at an annual

frequency and covers around 20 thousand �rms that represent more than 85% of Colombian

GDP, according to the organization. I use this data to construct the �nancial variables at the

�rm level. �e data can be merged for 2006-2015, which allows me to construct a panel at

the annual frequency for the mentioned period.

In the appendix A.4, I present some results using �rm-level data from Chile. �e data

comes from the manufacturing survey, which is a panel that goes from 1997-2006. I use this

dataset as a robustness check since it allows me to control for variables at the �rm level that

I cannot observe using the Colombian �rm-level data, like employment and estimated total

factor productivity (TFP) at the �rm level, and to show that these results are not unique to

Colombia.

4 Measuring Real exchange rate uncertainty

�is section develops a new way to measure time-varying real exchange uncertainty, moti-

vated by the recent work of Jurado et al. (2015) and Fernandez-Villaverde et al. (2010). �e

proposed measure of real exchange rate uncertainty relies on a two-step procedure: the com-
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putation of the forecast error of the real exchange rate and the estimation of the expected

volatility for every period.

I follow Jurado et al. (2015) in considering uncertainty as the inability of agents to make

accurate predictions of the variables. �is implies that the absolute value of the error forecast

should be consistently low during low uncertainty periods and consistently high during high

uncertainty periods.

To measure the error forecast of the agents, I follow Meese et al. (1983) and Kilian et

al. (2003). I assume that agents forecast the real exchange rate as if it behaves as a random

walk2.

Once I obtain a series of the forecast error, I estimate the expected real exchange rate

uncertainty by assuming that the process for the forecast error is characterized by a Markov

regime-switching process in variances using the method developed by Hamilton (1989) 3.

Using the Markov regime-switching in variances allows me to distinguish between periods

characterized by low and high uncertainty and compute the future expected volatility of

agents, conditional on the information available at a particular moment.

Construction of the measure

I proceed in two steps to construct the time-varying measure of real exchange rate uncer-

tainty for each country. In the �rst step, I compute the forecast error. In the second one, I

estimate the Markov-switching process of the error forecast to compute the expected volatil-

ity at any moment in time.

1. Error forecast computation: Compute forecast Error of h months ahead, µht :

µht+h = yt+h − E [yt+h|It]
2Meese et al. (1983), Engel (1994), and Kilian et al. (2003) have shown that di�erent models used to predict the real

exchange rate cannot improve the out of sample prediction of assuming that the real exchange rate behaves as a random
walk.

3Fernandez-Villaverde et al. (2010) presents a discussion of di�erent methods to estimate time-varying variances. I
assume the Markov switching behavior to be consistent with the model speci�cation.
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Where It is available information at time t. yt represents the natural logarithm of the

real exchange rate index at period t. As mentioned, I assume that agents predict the RER

as a random walk. �is implies that:

E [yt|It] = yt

2. Uncertainty computation: In this step, we need to compute the expected variance of

the error forecast σ̃2h,j
t = Et

[
σ2
µh
|It
]
. To do so, I proceed in several sub-steps:

(a) Choose number of states: Let τ be the amount of states of the underlying process. Fix

τ = j forj ∈ {0; 1; 2; 3}.

(b) Estimation of the process given τ : Estimate the process for µh,τt .

µh,τt = θs,τt + εs,τt

With:

εs,τt ∼ N(0, σ2
s,τ )

And the transition probability matrix, Π , with dimensions τ × τ , wher s denotes the

possible states of the economy, s ∈ {s1; ..; sτ}

(c) Computation of probabilities: Compute the j step ahead forecast probability of st+j =

si given information It:

P j,τ
i,t = prob(sτt+j = sτi |It)for i ∈ {1, 2, ..τ} (7)

(d) Optimal τ : Using the likelihood test, for each country, compute the optimal τ . Let the

optimal amount of states be de�ned as τ ∗.

(e) Computation of uncertainty: Compute σ̃2h,j
t = E

[
σ2
s,τ∗,t+h|It

]
using P j,τ∗

i,t as esti-

mated in sub step (c).

�ere are several advantages to using this method. First, it relies only on a real exchange

rate series to be constructed, which is available for several countries a�er 1995. Second, it
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has a clear quantitative mapping to economic models; third, it is easy to compute. However,

these advantages come at the cost of moving the real exchange rate to capture the uncer-

tainty measure. For example, if the real exchange rate has been constant for over �ve years,

but some agents change their perception of the real exchange rate uncertainty during this

period, the measure cannot capture this change. A problem is shared with all the measures

used by the literature.

Additionally, the measure is completely agnostic of the sources generating the changes

in the regime or what determines the probability of change from one regime to another. By

assumption, these changes are exogenously given 4. �is implies that the empirical results

should not be interpreted as causal.

Finally, as stated before, this measure of uncertainty has the advantage that it does not

directly depend on �rst-moment shocks to the real exchange rate as do common measures

used in the literature, such as GARCH types of estimations or the moving average of the

standard deviation of the exchange rate that assume that changes in the real exchange rate

generate changes in the volatility 5. I will use h = 6 and j = 1 to construct the monthly

real exchange rate uncertainty measure. I will take the average monthly value over the

corresponding year to get annual estimates of the real exchange rate uncertainty.

Cyclical features of real exchange rate uncertainty. To understand how real exchange

rate uncertainty is related to other aggregate variables, Table 1 presents the correlation of

the real exchange uncertainty measure with the cyclical component of other aggregate vari-

ables. Panel A shows the relative volatility of each variable with respect to output, while

Panel B presents the correlation of each variable with the RERU. �e table shows that RERU

is almost half as volatile as GDP for developed economies and 80% as volatile as GDP for

emerging economies. Similar to the literature on macroeconomic uncertainty, I �nd that

the uncertainty in the real exchange rate is counter-cyclical. �e measure of uncertainty is

negatively correlated with GDP, consumption, investment, exports, and imports, while the
4�is is why controlling not only for standard gravity equation determinants but for changes in foreign demand, real

exchange rate, and GDP is important.
5See Fernandez-Villaverde et al. (2010) for a discussion about this point.
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correlation with net exports does not seem to be signi�cantly di�erent from zero. Finally,

the real exchange rate uncertainty is positively correlated with the real exchange rate and

the nominal exchange rate between the domestic country and the USD. �is implies that

not controlling for changes in the real exchange rate could bias the results downward since

movements in the real exchange rate tend to increase exports and reduce imports.

5 Real exchange rate uncertainty and international trade

�is section explores the relationship between real exchange rate uncertainty and interna-

tional trade. First, I focus on the aggregate relation between international trade and real

exchange rate uncertainty. �en, I use �rm-level Colombian data to explore how real ex-

change rate uncertainty a�ects export behavior at both the extensive and the intensive

margin. To the best of my knowledge, I present three new �rm-level facts about the re-

lationship between exporters and real exchange rate uncertainty. �ese �rm-level facts are

key to understanding why a standard dynamic model of trade would under-predict the ef-

fects of real exchange rate uncertainty in international trade and why we need theory able

to generate the precautionary behavior at the intensive and extensive margins of trade. 6

Aggregate Facts

To estimate the relationship between trade and real exchange uncertainty, I estimate a grav-

ity equation expanded with the real exchange rate uncertainty measure. For country i at

time t I estimate the following equation:

ln(yi,t) = β0 + β1 ln(σ̃2
i,t) +Xi,t + αi + γt + εi,t (8)

where yi,t represents exports, imports, or total trade over GDP, depending on the case. Xi,t,
6In the appendix I estimate an SVAR in the tradition of Sims (1980) and Bloom˙09 Similar results using Chilean data

are presented in the appendix A.4.
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αi,γt represent aggregate controls for each country, �xed e�ects by country, and time-�xed

e�ects. In particular, I control for changes in GDP, real exchange rate, terms of trade, past

changes and lagged values, and episodes associated with large devaluations.

Aggregate Fact 1: Negative relationship betweenRERUand trade openness.Table

2 presents the results; only the parameter of interest β1 is presented. �e estimation implies

that a one standard deviation change (relative to the mean change) in real exchange rate

uncertainty is associated with:

1. A drop in exports to GDP between 4% and 5.5%.

2. A drop in imports to GDP between 3% and 4%.

3. A drop in total trade to GDP between 3% and 4%.

To put the results in perspective, according to the World Bank, during the 2008 crisis, the

drop in exports to GDP for the whole world was, on average, about 13%. Table 2 shows that

controlling for the change of the aggregate variables (column 2) or for their past changes

(column 3) does not change the results for exports and total trade over GDP. Once I control

for year-�xed e�ects (column 4), the results remain the same.

One possible objection to this result is that exchange rate elasticity could change over

time as it responds to changes in the real exchange rate. If the elasticity to changes in the

real exchange changes over time, as found in Alessandria et al. (2014), and since the real

exchange uncertainty is correlated with changes in the real exchange rate, it could be that

the observed negative relationship is just due to misspeci�cation. To overcome this problem,

I estimate an error correction model to capture the possible reactions between the long and

short-run e�ects of the real exchange rate in exports. �e estimation results are presented

in Table A.2 of the appendix A.1. In this case, the negative relationship still holds.7.

Bilateral Trade. I also estimate a similar equation as before but for the bilateral rela-

tionship across countries. �is allows me to control for variables that could a�ect total and

bilateral trade and that are not included in the �rst case, like bilateral changes in the real
7�e estimated equation for the error correction model, (31) is presented in the appendix A.1

15



exchange rate. For country i and j at time t the estimated equation is given by:

ln(yi,j,t) = β0 + β1 ln(σ̃2
i,t) + X̃i,t +Xi,t +Xi,j,t + αi + γt + εi,t (9)

Where yi,j,t represents bilateral exports, imports, or total trade over GDP from country

i to country j. Xi,j,t represents controls at the bilateral relationship level and the standard

gravity controls. Xi,t and Xj,t represent aggregate controls at country level. αi,j and γt

represent �xed e�ects by bilateral relationship and year �xed e�ects, respectively.

�e estimation results of the equation (9) are presented in Table 3. �ese results are con-

sistent with the ones found in the previous estimation. Controlling for bilateral variables

does not seem to change the results. In this case, a standard deviation change in real ex-

change rate uncertainty is associated with an average drop of 5% in bilateral exports over

GDP, 2.5% in bilateral imports over GDP, and 3.1% in total bilateral trade over GDP.

As before, there can be several concerns about some omi�ed variable or reverse causal-

ity problems with estimation (9). It could be that the real exchange rate uncertainty cap-

tures changes in the uncertainty or volatility of a country’s GDP or that the changes in real

exchange uncertainty re�ect changes in the co-movement of the domestic economy with

foreign countries. To control for this, in Table A.5 in appendix A.2 I present the same es-

timation as in (9), but controlling for these variables. In column 1, I include as a control a

moving average correlation over the last three years of the industrial production between

the domestic country and the industrial production of all G7 countries. In columns 2-4, I

include as a control the rolling standard deviation (over 1, 2, and 3 years) of the log changes

in the industrial production for both the domestic and foreign economy. In all these cases,

the results hold.

Finally, another possible objection is that the real exchange uncertainty shocks could

re�ect the fact that an economy is more closed in terms of trade, implying the existence

of reverse causality 8. To control for this, I estimate the same equation as in (9), including

lags in the trade openness of the domestic economy. Results are presented in Table A.5 of
8In a standard two-country model, the real exchange rate would be more volatile if there is less trade among the two

countries. Even though the scope of the paper is about changes in real exchange uncertainty and not the average volatility
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appendix A.2. �e estimation using these controls shows that the main results still hold, but

for exports and total trade, the estimated coe�cient shrinks up to 33% in some cases.

Firm level facts

�is section focuses on how exporters respond to changes in real exchange uncertainty.

I present the estimations using �rm-level data to identify possible mechanisms that help

explain the aggregate pa�erns. I divide the analyses between the intensive margin of trade

and the extensive margin of trade. I document that when real exchange rate uncertainty

increases: 1) �rms that paid higher interest rates and/or faced higher shipping lags reduce

their export intensity by more; 2) �rms are more likely to stop exporting; and 3) �rms are less

likely to start exporting to new markets. �ese �rm-level results contradict the predictions

of standard dynamic models of trade. More importantly, these results show that using these

types of models to understand how real exchange rate uncertainty a�ects international trade

would lead to underestimation of its e�ects. �e underestimation is due to the inability of

these types of models to generate facts 1) and 2).

Precautionary motive and the intensive margin of trade

Motivated by a wide variety of work showing that international trade is intensive in time

and �nancial requirements as documented by Manova (2013), Kohn et al. (2016), Kohn et

al. (2016), Fillat et al. (2015), and Leibovici et al. (2019) among others, and works such as

Arellano et al. (2018), Khan et al. (2016), showing that the existence of default risk at �rm

level can induce further adjustment in �rm production, I focus on two main mechanisms

that are important to understand how exporters react to uncertainty, �nancial vulnerability

and shipping lags.

To construct a measure that denotes the �nancial vulnerabilities that �rms face, I follow

the theoretical predictions in Arellano et al. (2018) and use the interest rate that �rms pay

of the real exchange rate, it can be imagined that changes in total trade over GDP could be generating the movements in
the real exchange rate volatility.
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as a measure of �nancial vulnerability. Using the Colombian data described in section 2, I

construct the interest rate that �rms pay as the interest rate that the �rm paid divided by

the total liabilities the �rm had over a year9. Once I have an interest rate measure for each

�rm, I group each �rm in di�erent groups according to their percentile of the distribution.

I group �rms in di�erent percentiles each year. I construct a dummy for each percentile,

denoting if the �rm belonged or not to that particular group that year. I use this dummy as

a measure of default risk that �rms face in the main regression. I use other measures such as

robustness checks, such as leverage or the ratio of interest payments over total pro�ts, and

group them in several ways. Lastly, I use a lagged dummy interacted with the measure of

RERU to see how di�erent �rms react to RERU depending on their �nancial vulnerability.

To construct a measure of shipping lags, I proceed similarly. First, using the ”Doing

Business” survey of the World Bank, I obtain the reported time for each country to process

an import, and I use it as a proxy for the total shipping lags that Colombian exporters face.

I group each destination according to this measure in di�erent percentiles. �en I use the

corresponding dummy interacted with the RERU measure to see how di�erent �rms react to

RERU depending on the shipping lags they face. For �rm i, that exports product l to country

j, I estimate the following equations:

ln (esi,l,j,t) = β0 + β1 ln(σ̃2
t ) +

3∑
h=0

β0
h ln(σ̃2

t )× Ihi,t−1

+
3∑

h=0

β1
h × Ihi,t−1 + αi,l,j +Xi,l,j,t + X̂i,t + εi,j,h,t

(10)

where the dependent variable esi,l,j,t is the export intensity of the product-destination

export and is constructed as the export value in pesos of the product-destination divided

by the total income of the �rm in pesos. σ̃2
t represents the measure of real exchange rate

uncertainty, and Ihi,t−1 represents a dummy variable that is one if the �rm belonged the per-

centile h in the previous period, and zero otherwise, depending on the case, representing the
9Ideally I will use the marginal interest rates since this data is not available I use the average interest rate as a proxy

for the marginal interest rate �rms pay.
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�nancial vulnerability of each �rm or the shipping lags that �rm faces. αi,l,j represents �xed

e�ects by �rm, product, and destination. Xi,j,t represents standard gravity controls, bilat-

eral exchange rates, multilateral real exchange rates, domestic and foreign absorption, terms

of trade, aggregate productivity, and the changes of these variables (lag and log di�erence).

X̂i,t represents �rm-level controls: number of destinations by �rm and by �rm-product pair,

age of a �rm exporting to a market, actual and lag pro�ts, and import share (total imports

divided by operational costs).

Fact 2: export intensity drops during high RERU Table 4 presents the estimations

of equation (10) using the interest rate to construct the �nancial vulnerability dummy. Two

main results are striking: exporters reduce their export intensity when real exchange rate

uncertainty is high (�rst row), and those exporters facing a �nancially vulnerable situa-

tion reduce their export intensity between 9% and 6% more (second and third row). �e

�rst column presents the results when controlling for the standard gravity considerations,

�xed e�ects at �rm, product, and destination levels, and size. �e third to the ��h column

sequentially aggregates further controls as described by the table. Results remain mostly

unchanged as we add these additional controls at �rm, home, and destination levels.

Table A.3 in the appendix presents the estimations of equation (10) using in column one

the leverage of the �rms (measured as total liabilities over total assets) and in column two

using interest payments over total pro�ts as two di�erent measures of �nancial vulnerabil-

ity. Results remain unchanged.

Table 5 presents the results for shipping lags; the estimated equation is the same as

in (10) but using the shipping lag dummy. Row one shows the average reaction of export

intensity to RERU, and rows 2 and 3 show the di�erential reactions for those �rms facing

higher shipping lags (in the second and third tercile for the distribution). In particular, �rms

facing higher shipping lags drop their export share between 10% and 25% more. �ese results

are consistent with other papers, as Leibovici et al. (2019) that �nd that shipping lags are

relevant to explain trade �ows.
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Precautionary motive and the extensive margin of trade

�e above estimations re�ect how the intensive margin at the �rm level is related to ex-

change rate uncertainty. Now, I analyze how real exchange rate uncertainty a�ects the ex-

tensive margin. Standard sunk cost models predict that when uncertainty increases, �rms

are less likely to enter export markets, and exporters are less likely to stop exporting, as I

will show later. I test this prediction and I �nd that while the former prediction holds in the

data, the la�er one is contrary to my empirical results. I create a dummy variable IStopi,t that

equals one if a �rm exported at period t-1 and did not export at t, and is equal to zero if a

�rm exported at t-1 and at t 10. Similarly, I create a dummy IEntranti,t that equals one if the

�rm exported to a given market at t but did not export to that market at t-1.11 I estimate the

following linear probability model:

Ihi,t = β0 + β1 ln(σ̃2
t−1) + ξi,l,d +Xi,d,l,t +Xi,t + εi,l,d,t (11)

Facts 3 and 4: �e precautionary extensive margin �e results are presented in Ta-

ble 6. In this case, a standard deviation increase with respect to the mean generates between

a 5% and an 8% percentage point decrease in the probability of a �rm entering a new export

market and an increase in the probability of an exporter stopping exporting of between 10%

and 20% percentage points.

In conclusion, I have presented four facts about real exchange uncertainty and exporter

behavior. �e �rst fact shows a negative association between international trade and real

exchange rate uncertainty. When looking at �rm-level data, fact 2 shows that exporters

tend to reduce their export share when real exchange rate uncertainty is high and also that

those facing higher shipping lags or that are more �nancially vulnerable tend to reduce their

export intensity by more. Facts 3 and 4 show that when RERU is high, exporters are more

likely to stop exporting and less likely to enter new markets.
10A period t means a year.
11Note that in this case, the extensive margin is referring to each destination which the �rm is engaging with.
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While the la�er fact (less likely entry to new markets) is predicted by standard dynamic

models of international trade with sunk costs, facts 2 and 4 are not. �ese models do not

predict any change in the intensive margin and, contrary to the empirical results, predict

that �rms are less likely to exit. �ese results imply that using a standard dynamic model

of international trade would underestimate the e�ects that RERU has on international trade

�ows and that to capture this relationship properly, we need a model that can properly cap-

ture �rm-level facts. �e next section develops a model consistent with all the documented

�rm-level facts.

6 Model

Motivated by facts 2, 3, and 4, I extend the standard sunk cost model of Alessandria et

al. (2007) to incorporate two additional frictions, the existences of shipping lags and �nancial

friction as modeled in Arellano et al. (2018). 1213

To focus on the relevance of each mechanism, I develop a partial equilibrium model in a

small open economy with two types of shocks, a nominal exchange rate shock and a shock

to volatility 14. In the model, the economy is populated by two types of agents: producers

of varieties and lenders. �e producers of varieties sell their products in competitive mo-

nopolistic markets and can issue debt to a risk-neutral lender. �e lender is modeled as a

representative agent that is risk-neutral and lends and borrows money to/from �rms.

Production of varieties. �ere is a measure µfi of �rms that produce goods. A �rm in

the model is a producer of one variety that can hold debt and can sell to the domestic market,

denoted as d, and the foreign market, denoted as f . At the moment each �rm is born, the

�rm draws a productivity zi from a log-normal random variable Z , characterized by a mean

µz and a variance σ2
Z . �e �rm’s productivity is �xed over the �rm’s lifetime. �ese �rms

12�is way of modeling �nancial frictions is also in line with Arellano et al. (2012) and Khan et al. (2016), and is
motivated by fact number 2.

13�e motivation for shipping lags is related and trying to capture in a simple way fact number 3.
14Itskhoki et al. (2017) shows that incorporating shocks to the demand for foreign assets, that generate changes in the

nominal exchange rate, can help to explain several of the puzzles related to the real exchange rate
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are monopolistically competitive and use labor l in a constant returns production function

to produce output y = lzi.

�ere are two main di�erences between the domestic and foreign markets: the timing

of production and the currency in which prices are set. In the domestic market, at time t, a

�rm decides how much to produce and sell in the domestic currency. �e �rm pays the labor

costs and receives the pro�ts at time t. When selling to the foreign market, the �rm faces

shipping lags, so it has to decide production at period t and sell it at t+1 when it receives the

revenues in foreign currency and pays its workers. 15

As in Alessandria et al. (2007), to enter the export market, each �rm has to pay a sunk

cost fs, and once they are in the export market, they have to pay a continuation �xed cost

fe. �e sunk cost is paid at period t by �rms (if they did not export at t-1) to export at

t+1. �e �xed cost, fe, is paid once the exporting is done at t+1. �is generates the option

value of exports, making the entry and exit decision a dynamic one, as in Dixit (1989b) and

Alessandria et al. (2007). Furthermore, as noted by Fillat et al. (2015), this will generate the

risk of exporting since �rms will be willing to stay in the export market even if they expect

negative pro�ts, not to forgo the export option value.

Finally, on the �nancial side, each �rm can issue debt denominated in national currency,

bt, to a risk-neutral lender at a price qt. �e main di�erence with standard export models is

that �rms are now allowed to default on debt, implying they will not issue negative divi-

dends as in Arellano et al. (2018). If the �rm has to issue equity, it will be forced to leave the

market and default on debt. �is assumption, together with shipping lags, generates �rms

that are averse to risk. As the volatility of the exchange rate increases, the probability of

facing a lower exchange rate realization will increase, and �rms will decide to reduce the

risk to which they are exposed. �is reduction of risk can be made in two ways: reducing

the labor they hire and hence generating a decrease in exports through the intensive margin

or leaving the export market.
15See Gopinath (2015) for more details about invoicing. According to Dian data, at least 2/3 of the �rms invoice their

export prices in U.S. dollars between 2011 and 2018.
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Domestic and foreign demand. �e demand that a �rm faces is exogenously given

by:

yD,ji = Aj(pji )
−σ (12)

for j ∈ {d, f}. Since the demand does not �uctuate, the sales to the domestic market do not

vary over time. In this setup, the model captures the additional riskiness that the exchange

rate generates over the nominal demand in the foreign market. �e domestic market is a

risk-free market to which �rms will always sell the same quantities.16

Financial imperfection. As stated before, �rms cannot issue negative dividends. Each

�rm pays its equity holder its revenues net of production costs and net payments of debt. Eq-

uity payments are not allowed to be negative by the non-negative equity payout condition:

dt = pdt y
d
t − wldt +mt{eξtpft y

f
t − wl

f
t − fe} −mt+1(1−mt)fs + qtbt+1 − bt ≥ 0 (13)

�e �rst two terms denote the domestic pro�ts, and the third term is the pro�ts of ex-

porting if the �rm had decided to export (mt = 1) in the previous period. mt+1(1 −mt)fs

is the sunk cost payment the �rm has to make if the �rm decides to export the following

period but does not export in period t. Finally, qtbt+1 − bt is the net payments of debt.

�e price of the bond qt = qt(zi, bt+1, l
f
t+1, ξt, σξ,t) re�ects the compensation that a risk-

neutral lender will receive for the loss it will incur in case the �rm decides to default. It

depends on the aggregate state St = {ξt, σξ}, the productivity of the �rm, and the �rm

decision lft+1,mt+1, bt+1.

To characterize the default decision of a �rm, �rst de�ne the maximal borrowing that a

�rm can do as:

Mb(zi, St) = max
lft+1,bt+1,mt+1

q(zi, bt+1, l
f
t+1, St)bt+1 (14)

16In a general equilibrium environment, this will not hold. �e aggregate prices and wages would �uctuate with the
exchange rate, making domestic demand vary.
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And let l̄ft+1, b̄t+1, m̄t+1, be the decisions that maximize the issuance of new debt. Now, de�ne

the exporter’s liquidity needs as follows:

LN(lft+1, zi, bt+1) = pdt+1y
d
t+1 − wldt+1 − wl

f
t+1 − fe +Mb(zi, St+2)− bt+1 (15)

Which denotes how much liquidity from the export market a �rm that exports at t+1 will

need to cover all the expenses net of the domestic pro�ts it will get. If LN(.) is positive,

then domestic pro�ts are enough to cover all the expenses net of debt payments.

For an exporter, de�ne ξ∗t+1 as the minimum exchange rate level at which a �rm that is

exporting will not default:

eξ
∗
t+1 =


−LN(lft+1,zi,bt+1)

pft+1y
f
t+1

if LN(lft+1, zi, bt+1) < 0 and mt+1 = 1

0 if LN(lft+1, zi, bt+1) > 0 and mt+1 = 1

(16)

Equation (16) characterizes the threshold level of the exchange rate at which an exporter

will default. If the LN(.) is positive, there is no value of eξ∗t+1 at which the �rm will default.

In this case, domestic pro�ts at t+1 are big enough to pay all the costs of net debt payments.

�e default decision for a �rm that does not export does not depend on the level of the

exchange rate but on the amount of debt it has and its productivity.

De�ne dnet as the indicator variable that indicates when a �rm will default.

dne,t+1 =

1 if bt+1 > pdt+1y
d
t+1 − m̄t+2fs − wldt+1 +Mb(zi, St+2) and mt+1 = 0

0 if bt+1 < pdt+1y
d
t+1 − m̄t+2fs − wldt+1 +Mb(zi, St+2) and mt+1 = 0

(17)

Lender’s problem. �e lender is assumed to be risk-neutral. Given a free risk inter-

est rate, r, and the associated discount rate β, the lender will lend to the �rm at prices

qt(zi, bt+1, l
f
t+1,mt+1, ξt, σξ,t). For a �rm that has decided to export the following period, the
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bond price will be given by:

qt(zi, bt+1, l
f
t+1, 1, ξt, σξ,t) =

1

1 + r
(1− F (ξ∗t |ξt, σξ,t)) (18)

where F (.|ξ, σξ) is the cumulative distribution function of the exchange rate conditional on

the values ξ, σξ . And for a �rm that decided not to export, the bond price will be given by:

qt(zi, bt+1, l
f
t+1, 0, ξt, σξ,t) =

1

1 + r
dne,t+1 (19)

Cash on hand. Similar to Arellano et al. (2018), the problem of the �rm can be expressed

using cash on hand, denoted by x, as a state variable. �is simpli�es the problem by reducing

the number of state variables to 5, making the solution of the model easier in computational

terms. �e cash on hand of each �rm in this case is given by:

xt = pdt y
d
t − wldt +mt{eξtpft y

f
t − wl

f
t − fe} − bt (20)

�is allows me to simplify the state space to {zi, xt,mt, ξ, σξ}. Given an exchange rate re-

alization, the dividends of the �rm will be given by:

dt = xt − (1−mt)mt+1fs + qtbt+1 (21)

Now, the decision rules for labor, debt, and entry and exit from the export market can be

expressed as a function of the cash on hand, export status, �rm productivity, and the aggre-

gate state of the economy.

Exchange rate process. �e exchange rate process is assumed to follow an AR(1) pro-

cess with a time-varying standard deviation. �e time-varying standard deviation evolves

according to a Markov chain with only two states denoted by σH and σL. �e process for

the nominal exchange rate, ξt is then given by:

log(ξt) = µξs + ρ log(ξt−1) + σsεt (22)
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where µξs has the standard convex correction, such that:

µξs =

(
µξ − σ2

2(1− ρ2)

)
(1− ρ) (23)

And the matrix of transition probabilities between states is given by:

Π =
[
πsL,L πsL,H
πsH,L πsH,H

]
(24)

Firm’s Recursive problem. Each �rm is characterized by its productivity zi, the cash

on hand xt, and the export status mt. Following Khan et al. (2016), I assume that �rms face

a probability of dying given by πd; this is relevant to make �rms willing to issue debt and to

be �nancially constrained. Given the amount of cash on hand, the �rm decides how much

new debt to issue, its export status tomorrow, and the production for the foreign market,

provided that it does not default. To simplify the notation, I will drop the time subscript.

At the beginning of each period, �rms decide to default or not. Formally, the problem

that the �rm solves is as follows:

V (z, x, b, ξ, σξ) = max{V c(z, x,m, ξ, σξ), V
d} (25)

V c denotes the continuation value, and V d is a constant value that the �rm will get if it

decides to default, normalized to zero17. If the �rm decides to continue, it has to solve the

following problem:

V c(z, x,m, ξ, σξ) = max
ld,lf ′,m′,b′

d(z, x,m, ξ, σξ) + E{QV (z, x′,m′, ξ′, σ′ξ)|σξ, ξ} (26)

s.t.

d = x−m′(1−m)fs + q(z, lf ′,m′, b′)b′ ≥ 0 (27)
17�is implies it will default only when dividends are negative.
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x′ = pd′yd′ − wld′t +m′{eξ′pf ′yf ′ − wlf ′t − fe} − b′ (28)

yd + yfm = zi(l
d + lfm) (29)

and (12), (16),(17), (18),(19)

Similar to Dixit (1989b) and Alessandria et al. (2007), on top of the default threshold,

there will be two thresholds that characterize the export decision, the entry and the exit

thresholds. �e main di�erence with their setups is that the threshold will not only depend

on the aggregate variable (the exchange rate level and the volatility in this case) and �rm

productivity but also on the cash-on-hand level that each �rm has. �is generates the pos-

sibility of the extensive margin of trade reacting to both the aggregate and the individual

risk.

Equilibrium. Let St = (ξ, σξ) and si = (zi, xi,mi) denote the aggregate and the id-

iosyncratic state variables. �e equilibrium for this economy is a set of policy functions

{ld(si, S), lf (si, S),m′(si, S), b′((si, S))}, a value functionV (si, S), and a set of prices {q(si, S),

pd(si, S), pf (si, S)} such that given the parameter values, the aggregate state S, and the in-

dividual states si:

1. �e optimal solution for each �rm coincides with the policy and value functions.

2. �e bond prices are given by (16) and (17).

3. Individual markets for each variety clear.

�e partial equilibrium nature of the model implies that �rms do not need to keep track

of the distribution of cash on hand and export status over the whole economy. �is assump-

tion simpli�es the computational burden of the problem, but at the cost that the results of

the model can likely change once the same exercises are done in general equilibrium. Most

likely, the partial equilibrium nature of the exercise will imply that the model will overesti-

mate the impacts of real exchange uncertainty shocks due to the fact that once prices and

wages adjust to real exchange rate shocks, �rms will not decrease labor as under the partial
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equilibrium set up. In section B, I present the algorithm I use to solve the �rm’s and lender’s

problems.

Optimal decisions. Before I present the main quantitative results of the model, I discuss

the optimal policy functions related to the amount of trade in the economy, i.e., the labor

used for the production of exports, the extensive margins of �rms, and the amount of debt

issued by �rms that decide to export in the following period. �e results presented in this

section use the parameter values presented in Table 7.

Figure 3 plots the minimum exchange rate level at which each �rm is willing to enter

or exit the export market. �e top graphs present the entry and exit decisions for �rms

with high levels of cash on hand, while the bo�om graphs show the entry and exit decision

for �rms with low levels of cash on hand. �e red do�ed lines represent the entry and exit

decisions for states with high volatility of the exchange rate, and the blue line is the decision

under low volatility states. Similarly, Figure A.2 presents the entry and exit decisions for a

standard sunk model without either shipping lags or default.

Figure 3 displays two results. First, as is standard in the sunk models, the threshold to

enter the export market is higher than the one to exit it. �is is due to the option value of

exports originated by the existence of the sunk cost to export as shown in Dixit (1989b) and

Alessandria et al. (2007). Second, �rms require a smaller exchange rate level to enter or exit

the export market when they hold large amounts of cash on hand.

Figure 3, also displays how adding shipping lags and default originates a new force that

counteracts the standard e�ects generated by the existence of the option value of exports.

When �rms face more risk due to the increase in the exchange rate uncertainty or low cash

on hand, �rms are more willing to exit. I call this the precautionary qui�ing motive. �e

bo�om panel shows that when �rms have low cash on hand, the existence of additional risk

reduces the di�erences between the entry and the exit thresholds.

�e top right panel of 3 shows that when uncertainty increases, the precautionary quit-

ting motive and the option value of exports work in opposite directions. When exchange

rate volatility is higher, the least productive �rms are more willing to leave the market, and

the most productive are morere are willing to stay. In this case, the precautionary qui�ing
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motive is stronger than the option value of exports for low-productivity �rms. Firms that

are more productive face smaller risks in the model because they receive higher pro�ts from

the domestic market, and the �xed cost they pay as a share of expected pro�ts is smaller.

When uncertainty increases, the increase in the probability of default is not big enough to

compensate for the e�ect that uncertainty has on the option value of exporting.

When �rms have high cash on hand, high productivity �rms face minimal risk, making

the qui�ing decision behave as in the standard model. However, as the risk starts increasing,

the motive of precautionary qui�ing kicks in, reducing the willingness of �rms to stay in

the export market. 18

In conclusion, the qui�ing decision is driven by two opposing forces in the model; on

the one hand, the option value of exports makes �rms willing to delay qui�ing the export

market, and on the other hand, the risk of being in the export market makes �rms more

willing to quit. In the model, the risk a �rm faces increases with exchange rate uncertainty

and decreases with the amount of cash on hand. For periods of low uncertainty and high

cash on hand, the value of exporting is higher, but it decreases as we increase the uncertainty

of the real exchange rate.

To further understand the entry and exit decisions, Figure 4 presents debt issuance for

�rms that had decided to export in the following period. �e top panel presents the amount

of debt each �rm issues conditional on the level of cash on hand and the export status a

�rm has. �e bo�om panel shows that when an exporter holds high levels of cash on hand,

they decide to reduce their dividends today to increase their saving. �is result helps us to

understand why �rms with high cash on hand are more willing to enter the export market or

to stay in it. When �rms have high cash on hand, they decide to save more, reducing their

exposure to risk in the next period. �e reduction in risk through savings is particularly

important for low productivity �rms since the cash �ows originated in the domestic market

are smaller. As it can be appreciated in the third graph of �gure 4, �rms with low cash
18In Figure A.2 of the appendix C, I present the policy functions for entry and exit for a standard sunk model in partial

equilibrium. In this case, the uncertainty generates a delay in entry and exit as in Dixit (1989b) and Caballero (1992). �e
increase in uncertainty delays entry, making �rms require a higher exchange rate to enter the export market. On the other
hand, it decreases the exchange rate level at which they are indi�erent to continuing exporting or qui�ing the export
market.
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on hand will not be able to save as much due to the liability constraint, which does not

allow the �rm to reduce the risk as expected. �is inability to save increases the exposure to

risk, reducing entry, increasing exit, and reducing trade through its intensive margin. Figure

5 presents the labor decision for �rms with di�erent productivities and di�erent levels of

uncertainty at the mean level of exchange rate. �e top panel shows the labor decision

for �rms that have exported in the current period, while the bo�om panel shows the labor

decision for �rms that have not exported in this period. It can be seen that besides the e�ects

that higher volatility has on the extensive margin, it also a�ects the intensive margin. On

average, �rms reduce the amount of labor they hire by 3% when uncertainty about the real

exchange rate is high. �e intuition here is similar to in Khan et al. (2016) and Arellano et

al. (2018); the existence of �nancial imperfections makes �rms willing to reduce the labor

they hire during highly volatile environments to reduce the exposure to bad shocks.

7 �antitative results

Now, I use the model to perform two quantitative exercises intended to respond to the fol-

lowing two questions:

1. Can the proposed mechanism help us to explain the negative relationship between real

exchange rate uncertainty shocks and aggregate exports?

2. How di�erent is the proposed method to measure real exchange uncertainty with respect

to the other methods used in the literature?

To answer these questions, I calibrate the model to match relevant moments of interna-

tional trade. Once the calibration is done, to answer the �rst question, I simulate a model

with and without shocks to the real exchange rate and regress the simulated volatility of

the real exchange rate against aggregate exports.

To answer the second question, I present a second simulation. In this case, I estimate the

proposed measure of real exchange uncertainty and the rolling standard deviation to test if

this method can properly capture the real exchange uncertainty and to what magnitude.
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Calibration

I calibrate three di�erent models. One is a standard sunk cost model without either shipping

lags or default, which I call the sunk cost model. �en I calibrate the extended version,

which I call the shipping lags model. Finally, I calibrate the same version presented in the

previous section but reducing the death probability of �rms by half, and I call this version

Low πd. Table 7 presents the calibrated parameters for the three versions; the second column

presents the value of each parameter, and the third column presents the rationale behind it.

�e model is calibrated at a quarterly frequency, and the only parameters estimated within

the model are the ratio Acl

A
, the dispersion, and the mean of the �rm productivity µz, σz ,

and the level of the �xed cost fe. �ese parameters are estimated to match the export share,

the exports-sales ratio, and the exporter premium measure of the ratio of total shipments

between exporters and non-exporters. �e parameters associated with the real exchange

rate are estimated outside the model for the Colombian case.

In Table 8, I present the values of the targeted moments and the prediction of the model.

I decide to target these moments because they are important for the mechanism stated in

the model. �e exporter premium and the share of exporters help to discipline the model in

terms of the relevance of the extensive margin against the intensive margin since the mag-

nitudes of the impact of real exchange uncertainty could be di�erent depending on which

e�ect is more important. While the ratio of domestic sales over foreign sales is important in

the model, since �rms face no uncertainty in the domestic market, if a �rm’s total income

depends heavily on export income, it can overreact to uncertainty shocks since the overall

risk would be arti�cially large.

Real exchange uncertainty shocks: �e relevance of the mechanism.

I use the model to test how large the response of aggregate exports to uncertainty shocks is.

I do this in two ways, �rst I simulate the model with uncertainty shocks and real exchange

rate shocks, and then I simulate the model under a pure uncertainty shock, and compare the

results between the standard sunk cost model, the proposed extension that I call shipping
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lags, and the proposed extension using a lower value for the death probability, called low

πd.

In the standard sunk cost model, the timing for entry and exit and the timing for payment

of fe and fs are the same as in the shipping lags model. �e di�erence is that �rms will never

default or face shipping lags. Firms are allowed to produce a�er they observe the exchange

rate shocks, and dividends will be equal to current pro�ts. �e third case, called low πd, is

exactly the same as the proposed model, but with πd = 0.005. �e comparison between the

proposed extension and the standard sunk cost model will point out the relevance of the two

proposed mechanisms while lowering πd allows me to test for the relevance of the �nancial

constraint since a lower πd will reduce the probability of �rms facing �nancial problems.

I simulate the model over 2800 periods. During the �rst 300 periods, I assume the volatil-

ity shock is always in the low state and that the real exchange rate is at the mean value.

From period 300 to 2800, I simulate the exchange rate following the process described in

the model section. I replicate each simulation 200 times. In each replication, I regress the

aggregate exports against the real exchange and the volatility value (remember, volatility

only takes two values representing high or low volatility states).

For each replication I estimate the following regression over the generated data:

yt = β0 + β1σ̃ξ,t + β2rert + εt (30)

Table 9 presents the average coe�cient for the estimation of equation (30). Row 1 of each

panel of Table 9 runs the speci�cation (30) in levels, while row 2 of each panel presents the

results of the same speci�cation but in logs. Column 1 corresponds to the standard sunk

cost model, column 2 presents the coe�cient for the proposed extension of it, and column

three presents the estimation for the Low πd version. �e results show that in both cases,

the prediction of the model implies a negative relationship between aggregate exports and

volatility. While the standard sunk cost model predicts near zero response to pure exchange

rate shocks, the proposed model predicts that a standard deviation change (with respect to

the mean) in real exchange volatility generates a drop in aggregate exports of 4%, while the
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version with low πd implies a drop of 0.6%. When I simulate the uncertainty shocks with

shocks to the level of the exchange rate, I �nd that the standard sunk cost model predicts a

drop in aggregate exports of 3.3%, while the estimation for the proposed model is 10% and

6% for the case with the low probability of death.

Real exchange rate uncertainty shocks: �e relevance of the estimation method

�e last exercise for which I will use the model is to test the di�erent measures used to

measure real exchange uncertainty. I will simulate the model exactly in the same way as in

the �rst case, but I will make 150 replications.

Since the model is calibrated at a quarterly frequency, I will simulate the real exchange

data and the exports at a quarterly frequency. For each generated series of the real ex-

change rate, I will generate �ve di�erent measures of the uncertainty of the exchange rate

shocks. �e �rst series is the original (the same as the one used to feed the model), the

second measure of uncertainty is the proposed measure of real exchange uncertainty us-

ing Markov switching regimes, and the other three measures of uncertainty are going to be

rolling standard deviation of the log di�erences of the real exchange rate over the last 4, 8

and 12 quarters, as used in the literature. �e idea of this exercise is to use the model to test

how well these measures of uncertainty are capturing the underlying relationships. Ideally,

we should expect the coe�cient using the �rst series (the original) to be the same as the

one using the other measures.

I estimate equation (30) in logs. �e results are presented in Table 10. As before, I present

the average values of the estimated coe�cient and the average standard error. �e results

show that when using the proposed measure of real exchange uncertainty, the estimated

coe�cient is near the true coe�cient since the la�er lies inside the 95% percent con�dence

interval of the former. While using the rolling standard deviation measure, the coe�cient

is about half of the true e�ect.

�ese results can help us understand why, when using the proposed measure of real

exchange uncertainty, I �nd signi�cant responses at the aggregate level, while previous

papers in the literature did not �nd a meaningful economic relationship.
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8 Conclusion

In this paper, I study how real exchange rate uncertainty a�ects international trade. In order

to answer this question, I propose a new method based on regime switching estimation

to estimate a measure of real exchange rate uncertainty. Using this measure, I document

four facts. First, at the aggregate level, I �nd that real exchange uncertainty is negatively

related to international trade. �en, using �rm-level data, I document three new �rm-level

facts relating to exporter behavior and real exchange rate uncertainty. I �nd that when

real exchange rate uncertainty increases, 1) �rms reduce their export share, and those that

pay higher interest rates and/or face higher shipping lags reduce it by more; 2) �rms are

more likely to stop exporting; and 3) �rms are less likely to start exporting to new markets.

�ese results show the mechanism through which real exchange rate uncertainty a�ects

aggregate international trade and also show that standard dynamic models of trade are ill-

suited to understand how real exchange rate uncertainty a�ects international trade. �ese

models do not predict movements in the intensive margin of trade and have predictions

that are opposite to fact 2. �is generates such models to under-predict the e�ects that real

exchange uncertainty has on international trade.

Based on this result, I built a partial equilibrium sunk cost model extended with ship-

ping lags and endogenous default. I �nd that this extension can replicate all the �rm-level

empirical �ndings. I estimate the model to match Colombian exporter data, and I �nd that

a one standard deviation increase in real exchange rate uncertainty can generate a drop in

aggregate exports between 5% and 10%. �en, I use the model to test the ability of di�erent

empirical measures to capture the e�ects that real exchange rate uncertainty has on trade. I

show that the standard measure used by the literature can capture at most half of the e�ects

predicted by the model.

�e results I �nd empirically can also be used to revisit some long-lasting questions in in-

ternational macroeconomics. �ese results can help to explain why exchange rate volatility

seems to be unrelated or ”disconnected” from other fundamentals as discussed in Itskhoki
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et al. (2017). To the extent that real exchange uncertainty is high, this can imply that inter-

national trade �ows react less to exchange rate movements, implying that exchange rate

movements need to be larger to push back an economy to its equilibrium levels.

Finally, this model can be easily extended to incorporate second-moment shocks to aggre-

gate productivity or foreign demand. For example, an interesting avenue for future research

could be to use this model to understand how foreign uncertainty shocks propagate to dif-

ferent countries and the relevance of international trade as a propagation mechanism.
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9 Figures
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Figure 1: Real Exchange rate uncertainty USA

Figure 2: IRF to real exchange uncertainty shock

39



0.5 1 1.5 2

Productivity

2

2.5

3

3.5

4

E
x
c
h

a
n

g
e

 r
a

te

High Cash on Hand-Entry

Low Volatility-Entry

High Volatility-Entry

1.25 1.5 1.75 2

Productivity

3.5

3.75

4

4.25

E
x
c
h

a
n

g
e

 r
a

te

Low Cash on Hand-Entry

Low Volatility-Entry

High Volatility-Entry

0.5 1 1.5 2

Productivity

2

2.5

3

3.5

4

E
x
c
h

a
n

g
e

 r
a

te

High Cash on Hand-Exit

Low Volatility-Exit

High Volatility-Exit

1.25 1.5 1.75 2

Productivity

3.5

3.75

4

4.25

E
x
c
h

a
n

g
e

 r
a

te

Low Cash on Hand-Exit

Low Volatility-Exit

High Volatility-Exit

Figure 3: Extensive Margin

0.5 1 1.5 2

Productivity

-2

-1

0

1

D
e
b
t

 Exporters-Low cash on hand

Low Volatility

High Volatility

0.5 1 1.5 2

Productivity

-2

-1

0

1

2

D
e
b
t

Exporters-High cash on hand

Low Volatility

High Volatility

0.5 1 1.5 2

Productivity

-2

-1

0

1

D
e
b
t

No Exporters-Low cash on hand

Low Volatility

High Volatility

0.5 1 1.5 2

Productivity

-2

-1

0

1

2

D
e
b
t

No Exporters-High cash on hand

Low Volatility

High Volatility

Figure 4: Debt decision

40



0.5 1 1.5 2

Productivity

0

0.2

0.4

0.6

L
a

b
o

r

High Cash on hand Exporter

Low Volatility

High Volatility

0.5 1 1.5 2

Productivity

0

0.2

0.4

0.6

L
a

b
o

r

Low Cash on hand Exporter

Low Volatility

High Volatility

0.5 1 1.5 2

Productivity

0

0.2

0.4

0.6

L
a

b
o

r

High Cash on hand - Non Exporter

Low Volatility

High Volatility

0.5 1 1.5 2

Productivity

0

0.2

0.4

0.6

L
a

b
o

r

Low Cash on hand - Non Exporter

Low Volatility

High Volatility

Figure 5: labor intensity

41



10 Table

Table 1: Moments of Real exchange rate uncertainty
Variable All Developed Emerging

Average σ̃2
t 4.93 4.11 5.49

σσ̃2
t

2.53 1.11 3.49
σGDP 2.90 2.24 3.34

Panel A: Standard deviation (SD) relative to output SD
RER Uncertainty 0.87 0.49 1.04
Consumption 1.06 0.92 1.16
Investment 3.80 3.64 3.91
Exports 2.26 2.45 2.13
Imports 2.99 2.76 3.14
Net exports 2.25 1.90 2.48

Panel B: Correlation with RER uncertainty
GDP -0.15 -0.16 -0.15
Consumption -0.11 -0.12 -0.11
Investment -0.16 -0.15 -0.2
Exports -0.14 -0.14 -0.13
Imports -0.18 -0.18 -0.19
Net exports 0.05 0.01 0.1
Real exchange rate 0.15 0.11 0.15
Nominal Exchange rate with USD 0.15 0.13 0.16
Real exchange ratet−1 0.02 0.02 0.01
Nominal Exchange rate with USDt−1 0.01 0.01 -0.01

All series are HP �ltered in logs with λ = 100, except for trade balance, that is HP �ltered in levels, and the real exchange uncertainty
measure that is use in levels. Emerging economies are de�ned as those with a GDP per capita smaller than 25 thousand USD.Standard
deviation of output and mean expected volatility are in percentage points.* Percentage standard deviation of σ̃t (not relative to output).
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Table 2: RER uncertainty and Aggregate Trade
Panel A: Exports /GDP
σ̃2
t -0.09∗∗∗ -0.11∗∗∗ -0.11∗∗∗ -0.11∗∗∗ -0.08∗∗∗

[0.03] [0.03] [0.03] [0.03] [0.03]
R2 0.15 0.20 0.28 0.28 0.43
Panel B: Imports/ GDP
σ̃2
t -0.07∗∗ -0.07∗∗ -0.06∗∗ -0.07∗∗ -0.08∗∗

[0.03] [0.03] [0.03] [0.03] [0.03]
R2 0.25 0.29 0.31 0.38 0.37

Panel C: Trade /GDP
σ̃2
t -0.08∗∗∗ -0.08∗∗∗ -0.08∗∗∗ -0.08∗∗∗ -0.06∗∗

[0.03] [0.03] [0.03] [0.03] [0.03]
R2 0.24 0.26 0.35 0.35 0.53
Observations 854 840 801 801 801
Country FE Yes Yes Yes Yes Yes
Aggregate Ctrl Yes Yes Yes Yes Yes
Aggregate Change No Yes Yes Yes Yes
Aggregate Change (lag) No No Yes Yes Yes
Large Devaluation No No No Yes Yes
Year FE No No No No Yes

σ̃t is the measure of real exchange rate uncertainty.
Controls: 1) Country FE: �xed e�ects by country.2) Aggregate Ctrl: includes as control log
of real exchange rate, term of trade, GDP and foreign demand, if country belong or not
to WTO or GATT and population. 3) Change: includes the change of the log of the real
exchange rate, past value of log real exchange rate, cyclical component of the log of foreign
demand, term of trade and GDP (H-P �ltered with λ = 100). 4) Change2: includes lag of
change of real exchange rate. 6) Large Devaluation: includes episodes of large devaluation
for each country. 5) Year FE: denotes year �xed e�ects.
Standard errors in brackets. ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 3: RER uncertainty and Bilateral trade
Panel A: Exportsi,j/GDPi
σ̃2
t -0.50∗∗∗ -0.14∗∗∗ -0.15∗∗∗ -0.13∗∗∗ -0.11∗∗∗ -0.11∗∗∗

[0.14] [0.05] [0.05] [0.04] [0.04] [0.04]
R2 0.03 0.38 0.39 0.40 0.46 0.46
Observations 60415 42624 42044 41567 41567 41567

Panel B: Importsi,j/GDPi
σ̃2
t -0.51∗∗∗ -0.12∗∗ -0.11∗∗∗ -0.09∗∗ -0.09∗∗ -0.04

[0.14] [0.05] [0.04] [0.03] [0.04] [0.03]
R2 0.03 0.37 0.39 0.40 0.40 0.46
Observations 60395 42808 42048 41571 41571 41571

Panel C: Tradei,j/GDPi
σ̃2
t -0.48∗∗∗ -0.12∗∗ -0.11∗∗∗ -0.09∗∗ -0.09∗∗ -0.06∗∗

[0.13] [0.05] [0.04] [0.03] [0.04] [0.03]
R2 0.04 0.50 0.52 0.54 0.54 0.61
Observations 60284 42751 42252 41518 41518 41518

Bilateral Fixed e�ects Yes Yes Yes Yes Yes Yes

Gravity Controls No No Yes Yes Yes Yes

Change No No No Yes Yes Yes

Change (lag) No No No No Yes Yes

Large Devaluation No No No No Yes Yes

Year FE No No No No No Yes

σ̃t is the measure of real exchange rate uncertainty.
Controls: 1) Bilateral FE: �x e�ects by origin-destination pair.2) Gravity: includes log of real exchange rate of origin country, bilateral
exchange rate, term of trade and GDP from origin and destination country, if country belong or not to WTO or GATT(origin and destina-
tion), if countries have common currency, if country is EU member, weighted distant, and population (origin and destination). 3) Change:
includes growth rate of the bilateral real exchange rate and the lag change of it, GDP growth of both countries,the change in the origin
country real exchange rate, past value of log real exchange rate. 4) Change2: includes the lag of the variables included in Change. 5) Large
Devaluation: includes a dummy for large devaluations episodes, interacted with origin and distention country
Standard errors in brackets (cluster by origin). ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 4: Firm level interest rate and exports

(1) (2) (3) (4) (5)
esl,d,t esl,d,t esl,d,t esl,d,t esl,d,t

σ̂t -2.16*** -1.99*** -1.99*** -2.07*** -2.06***
[0.06] [0.06] [0.06] [0.07] [0.08]

r1t−1 × σ̂t -0.13** -0.12** -0.12** -0.14** -0.11
[0.06] [0.06] [0.06] [0.06] [0.08]

r2t−1 × σ̂t -0.18*** -0.18*** -0.18*** -0.13** -0.19**
[0.06] [0.06] [0.06] [0.06] [0.08]

Observations 131265 131265 131265 107268 107268
R2 0.78 0.78 0.78 0.79 0.79
Firm, product, destination FE Yes Yes Yes Yes Yes
Size FE Yes Yes Yes Yes Yes
Gravityt Yes Yes Yes Yes Yes
Gravityt−1 No Yes Yes Yes Yes
∆ Gravityt−1 No No Yes Yes Yes
Firm controls No No No Yes Yes
Gravityt × rht−1 No No No No Yes

σ̃t is the measure of real exchange rate uncertainty.
Controls: 1) Firm, product, destination FE: denotes �x e�ects for each �rm, product, destination.2) size FE: represents two dummy variables,
according to the size of the �rm with respect to total sales, and another with respect to the amount of assets. Each dummy group �rms in
three group with respect to the relative size of the �rm in each year. 3) Gravity: includes the multilateral real exchange from Colombia,
and Colombia and each destination the bilateral real exchange rate, term of trade, total absorption, aggregate tfp, population, entry .3)
∆Gravity: Represents the log di�erence of all gravity variable between t and t-1. 4) Firm controls: includes actual and past pro�ts and
previous year import share (total imports over operational cost ).5) Gravityt × rht−1: Denotes the interaction between gravity variables
and dummy of �nancial vulnerability
Standard errors in brackets (clustered by exporter). * p < 0.1, ** p < 0.05, *** p < 0.01
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Table 5: Firm level data and shipping lags
(1) (2) (3) (4) (5)

esl,d,t esl,d,t esl,d,t esl,d,t esl,d,t
σ̂t -2.12∗∗∗ -1.91∗∗∗ -1.91∗∗∗ -1.90∗∗∗ -1.84∗∗∗

[0.06] [0.25] [0.07] [0.07] [0.08]

Shipping lags1t−1 × σ̂t -0.08 -0.08 -0.08 -0.21∗∗ -0.21∗∗

[0.06] [0.06] [0.06] [0.07] [0.09]

Shipping lags2t−1 × σ̂t -0.27∗∗∗ -0.24∗∗∗ -0.24∗∗∗ -0.45∗∗∗ -0.45∗∗∗

[0.06] [0.06] [0.06] [0.07] [0.08]

Observations 131265 131265 131265 107268 107268
R2 0.78 0.78 0.78 0.79 0.79
Firm, product, destination FE Yes Yes Yes Yes Yes
Size FE Yes Yes Yes Yes Yes
Gravityt Yes Yes Yes Yes Yes
Gravityt−1 No Yes Yes Yes Yes
∆ Gravityt−1 No No Yes Yes Yes
Firm controls No No No Yes Yes
Gravityt × rht−1 No No No No Yes

σ̃t is the measure of real exchange rate uncertainty.
Controls: 1) Firm, product, destination FE: denotes �x e�ects for each �rm, product, destination.2) size FE: represents two dummy variables,
according to the size of the �rm with respect to total sales, and another with respect to the amount of assets. Each dummy group �rms in
three group with respect to the relative size of the �rm in each year. 3) Gravity: includes the multilateral real exchange from Colombia,
and Colombia and each destination the bilateral real exchange rate, term of trade, total absorption, aggregate tfp, population, entry .3)
∆Gravity: Represents the log di�erence of all gravity variable between t and t-1. 4) Firm controls: includes actual and past pro�ts and
previous year import share (total imports over operational cost ).5) Gravityt × rht−1: Denotes the interaction between gravity variables
and dummy of shipping lags
Standard errors in brackets (clustered by exporter). ∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 6: Extensive Margin and Real Exchange Rate Uncertainty
Panel A: Entrants
σ̂rer,t -0.08*** -0.13*** -0.12***

[0.02] [0.03] [0.03]
Observations 97539 97453 97453

Panel B: Stoppers
σ̂,t 0.98*** 0.87*** 0.94***

[0.01] [0.06] [0.05]
Observations 85365 85209 85209
Firm, Size FE Yes Yes Yes
Gravityt Yes Yes Yes
Gravityt−1 No Yes Yes
∆ Gravityt−1 No Yes Yes
Firm controls No No Yes

IStopi,t equals to one, if a �rm exported at t-1 but did not at t. And it is equal to zero if the �rm exported at t-1 and t. IEntranti,t equals to
one, if a �rm exported at t but did not at t-1. And it is equal to zero if did not exported at t-or at t.
Controls: 1) Firm, product, destination FE: denotes �x e�ects for each �rm, product, destination.2) size FE: represents two dummy variables,
according to the size of the �rm with respect to total sales, and another with respect to the amount of assets. Each dummy group �rms in
three group with respect to the relative size of the �rm in each year. 3) Gravity: includes the multilateral real exchange from Colombia,
and Colombia and each destination the bilateral real exchange rate, term of trade, total absorption, aggregate tfp, population, entry .3)
∆Gravity: Represents the log di�erence of all gravity variable between t and t-1. 4) Firm controls: includes actual and past pro�ts and
previous year import share (total imports over operational cost ), and in the case of panel A, it also includes a dummy denoting if they
are re-entrants or not (export at t-1, did not export at and export at t).
Standard errors in brackets (cluster by exporter destination). * p < 0.1, ** p < 0.05, *** p < 0.01
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Table 7: Calibration

Parameter Value Rationale
σ 3 Standard
β 0.98 Ruhl et al. (2017)
πd 0.012 Khan et al. (2016)
πσ1,1 0.843 Duration of 19 month
πσ2,2 0.823 Duration of 17 month
σL 0.0486 Estimation
σH 0.11 Estimation
ρ 0.98 Half life of RER
fs
fe

2.81 Alessandria et al. (2007)

Parameter Sunk cost Default Low debt Data
fe 0.164 0.11 0.12 Exporters Share = 0.195
Ad

Af
261.41 679 679 Exports-sales ratio=0.14

σz 0.38 0.32 0.32 Match exporter premia=1.72
π∗d - - 0.006
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Table 8: Moments

Target moments Sunk Cost Default Low debt Data Source
Exporters share 0.18 0.19 0.19 0.19 Manuf. survey (2005)19

Exports-sales ratio 0.14 0.14 0.15 0.13 Ruhl et al. (2017)
Exporter premia (total sales) 1.75 1.72 1.73 1.72 Bernard et al. (2018)

Non Target moments Sunk Cost Default Low debt Data Rationale
Exporter premia (labor) 1.3 1.10 1.12 1.28 Bernard et al. (2018)
Exporter premia (domestic sales) 5.5 4.9 4.2 3.8 Ruhl et al. (2017)

�e export-sales ratio is calculated as the average export-sales ratio among exporters. �e exporter premia of domestic shipment is
calculated as the ratio of the average value of total shipment of exporter with the average value of total shipment of non exporters,
following Ruhl et al. (2017). �e exporter premia for total shipment and labor is calculates as the coe�cient of a dummy variable with the
corresponding dependent variable in logs, following Bernard et al. (2018). �is values correspond to a simulation of 1000 �rms calculated
at the ergodic mean (100 periods a�er simulating the real exchange rate at its mean with a low volatility).

Table 9: Simulated model

Panel A: Constant RER
Sunk cost Baseline Low debt

β1 ≈ 0 -0.14 -0.02
. [0.009] [0.003]

Panel B: Time varying RER
Sunk cost Baseline Low debt

β1 -0.11 -0.39 -0.20
[0.009] [0.013] [0.009]

Estimation of equation (30) using simulated model. �e reported coe�cient and p-values, correspond to the average of 200 replication
of the model. Each replication simulate 2800 periods, and the regression is done over the last 2500 periods. Row 1 of each panel presents
the average coe�cient of the regression in level; row 2 presents the average coe�cient of the regressions in logs. Column 1 presents the
results for an standard sunk cost model while column 2 does it for the extended version. p-values in parenthesis
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Table 10: Testing the measures

Measure of RERU Estimated value
(1)

Real volatility -0.42
(0.021)

Standard deviation (1 year) -0.18
(0.020)

Standard deviation (2 years) -0.21
(0.027)

Standard deviation (3 years) -0.22
(0.033)

Estimation of equation (30) in logs using the data generated by the model. Column (2) adds the following controls: lag of real exchange,
change of the real exchange, and the lag of change of the real exchange rate. �e reported coe�cient and standard errors, correspond
to the average among 200 replication of the model, each replication simulate 2800 periods, and regression are done over the last 2500
periods. �e �rst row use as independent variable the actual simulated volatility of real exchange rate, the second one use the propose
method using markov swithing estimation, the third, fourth and ��h row use rolling standard deviation over 1, 2 and 3 years respectively.
Standard errors in parenthesis.
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A Robustness

A.1 Error correction model

To control for the time-varying elasticity with respect to real exchange rate that can generate

a bias in the results, I will estimate an error correction model and expend it with the measure

of real exchange rate uncertainty. �e estimation is the following:

∆Exportsi,t = β∆Xi,t + α
(
Exportsi,t−1 − βlXi,t

)
(31)

WhereXt is a vector with the following variables: real exchange rate, GDP, foreign demand,

term of trade, and real exchange rate uncertainty. �e results are presented in table A.2. I

estimate equation (31) for the period 1996-2015, for all the countries in the list except for

Argentina, Belgium, and Chile since the amount of data available did not allow me to test

for co-integration20.�e results in table A.2 show that real exchange rate uncertainty has

short-run e�ects, but it does not seem to a�ect the long-run value of exports.

A.2 Controls to aggregate estimation

In this section of the appendix, I present the estimation with additional controls, controlling

for the correlation with countries in the G7, controlling for the volatility of industrial pro-

duction to capture the volatility of aggregate output, and controls by past trade openness.

�e standard deviation of industrial production is an annual measure constructed as the

averages of the rolling standard deviation over 1,2 and 3 years. Similarly the correlation

of industrial production between domestic and foreign economies is rolling correlation be-

tween domestic economy and the industrial production in the G7 over three years.

�e estimated equation is the same as equation (9) results are presented in table A.5, columns

1,2-4, and 5-6 for correlation and standard deviation and for trade openness, respectively.
20I run the test following Westerlund (2007). �e estimation of equation (31), it is done using a dynamic �xed e�ects

estimator.
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A.3 SVAR for Colombia

Before presenting the evidence at �rm-level data, It is worth trying to see how real exchange

uncertainty a�ects exports in Colombia at the aggregate level. To answer this, I estimate an

SVAR equation at monthly frequency. I include the following variables in the following or-

der: United States industrial production, United States prime interest rate, real exchange

rate uncertainty, Colombian real exchange rate, Colombian central bank interest rate pol-

icy, Colombian exports, and Colombian industrial production21. Following Bloom (2009), I

estimate the cyclical component of each variable using an H-P �lter with the smoothing

parameter of λ = 129, 600 over the log variables.22.

Figure 2 presents the exports and industrial production response to a one standard de-

viation shock in the real exchange uncertainty; the �gure shows that on impact, there is

not a big reaction on exports, but a�er nine months the drop is around 2% and takes more

than two years to fully recover (but a�er one year the impact is not statically di�erent from

zero). Also, as expected, the e�ect of this shock in industrial production seems to be zero,

or indistinguishable from zero in statistical terms.

In the �gure A.1, of the appendix C, I change the order of the variables and estimate

the SVAR in the following order: United States industrial production, United States prime

interest rate, Colombian real exchange rate, Colombian central bank interest rate policy,

Colombian exports, Colombian industrial production, Colombian real exchange rate uncer-

tainty. I �nd that the results hold, even a�er assuming that the real exchange uncertainty is

the least exogenous variable, but the estimated impact is around 1.5%.

A.4 Chilean �rm-level data

�is section presents the results for the Chilean economy using a manufacturing survey.

�e advantage of this data set, with respect to the Colombian one, is that it allows me to
21�is particular ordering is assuming that real exchange rate uncertainty shocks are exogenous to all the variables

with exception to Industrial production in United States, and the prime interest rate. I include the interest rates since
it is possible that the Colombian central bank reacts to exchange rate volatility shocks or that a movement in domestic
or foreign interest rates a�ects exports. alessandria˙export˙2014. found that the export response to large devaluations
depends on the interest rate of each country, implying that inclusion of the interest rate could be relevant.

22�e lag structure is the one that it is found optimal according to the Akaike’s information criterion (AIC).
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observe more details about the �rm, like employees, revenues, and total production, among

other variables. �e disadvantages, is that during the period for which the data is available,

there is not a high variation in the measure of real exchange rate uncertainty, also, I cannot

distinguish the destination or product of each exports.

�e estimation is as follows:

yi,t = β0 + β1σ̃
2
t + β0

hσ̃
2
t ×

Assets

Liabilities i,t
+ β2

Assets

Liabilities t
+ αi +Xt + X̂i,t + εi,t (32)

Where Xt represents aggregate controls, X̂i,t represents �rms controls over time, and αi
represents �rm e�ect by �rm. I estimate productivity following Petrin et al. (2004).�e re-

sults are presented in table A.4
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B Algorithm

Discretize the space Construct discretize space:

1. Discretize the state space.

(a) labor and Debt in 135 points linear space greed.

(b) ξ in a 30-point linear space greed. Using Tauchen method.

(c) zi in a 10 points space greed.

(d) σξ is a two-state Markov chain with transition probabilities given by πl,l πh,h
(e) m′ = {1, 0}

(f) Cash on hand x in 140 point greed.

Once the state space was constructed, I solved the problem in two di�erent loops. First

I solve the optimally policy function of the lender, I solve q(.) as a function of m′, lf ′, b′,.

�en I use q(.) to solve the exporter problem.

Lender’s problem Iteration:

1. Guess qn if n=0.

2. Compute M(St, si) as following:

Mn(zi, l
′, b′,m′, St) = max

l′,b′,m′
qn(zi, l

′, b′,m′, St)b
′(zi, l

′,m′, St). (33)

Denote the arg max of above problem as follows: l̂′, b̂′, m̂′.

3. WithMn(St, si) I obtained the corresponding default threshold of equation (16) and (17),

denoted by κn

4. Finally compute q(.) as follows:

β = qn+1(zi, l
′, b′,m′, St)(1− F (κn|ξ))

(34)
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5. If |qn − qn+1| ≤ ε �nish, otherwise go to step one, using qn+1 = qn

Producer’s problem Iteration:

1. Guess V (zi, x,m, S)n If n=0 . Fix Vd = 0.

2. De�ne:

– V 1(zi, x,m, S)n ≡ (zi, x, 1, S)n

– V 0(zi, x, 0, S)n ≡ (zi, x, 0, S)n

– qn,1 ≡ qn,(zi, l
′, b′, 1, St)b

′(zi, l
′, 1, St)

– qn,0 ≡ qn,(zi, l
′, b′, 0, St)b

′(zi, l
′, 0, St)

3. Compute optimal decision and value functions conditional on choosing m′ = 1 and

m′ = 0 as follows:

V n+1,m′

c (zi, x,m, S) = max
l′,b′

x+ qn,m
′
(l′, b′,m′)b′ + (1−m)m′fs +QEV n,m′(zi, x

′, S ′)

(35)

s.t.

(12), (16),(17), (18),(19), (28),(27),(29)

4. Update optimal export decision and the value function conditional on not default as

follows:

V cn+1(zi, x,m, S) = max{V n+1,m′(zi, x,m, S), V n+1,m′(zi, x,m, S)} (36)
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5. Update the value function:

V n+1 = max{V n+1
c , 0} (37)

6. Iterate until 1-5 until |V t+1 − V t| ≤ ε
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C Appendix Figures

Figure A.1: SVAR 2. Real exchange uncertainty shocks

�e SVAR estimation is the following: Industrial production of United states, the prime interest rate in USA, Colombia real exchange rate,
the interest rate policy of the Colombian central bank, exports, industrial production, real exchange rate uncertainty.All variables are
monthly and �lter using H-P with parameter=129600, as in Bloom (2009)
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Figure A.2: Extensive Margin in standard model
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D Appendix Tables

D.1 Country list

Table A.1: Country list
Algeria Finland Latvia Slovak Republic
Argentina France Lithuania Slovenia
Australia Germany Macedonia, FYR South Africa
Austria Greece Malaysia Spain
Belgium Hong Kong Malta Sweden
Brazil Hungary Mexico Switzerland
Bulgaria Iceland Netherlands �ailand
Canada India New Zealand Turkey
Chile Indonesia Norway United Kingdom
Croatia Ireland Peru United States
Cyprus Israel Philippines
Czech Republic Italy Poland
Denmark Japan Portugal
Estonia Korea, Rep. Singapore

D.2
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Table A.2: Error correction estimation
Equation 1 Equation 2

Long run relationship
Real exchange ratet−1 0.06 0.13

[0.19] [0.18]

GDPt−1 0.82*** 0.81***
[0.09] [0.09]

Foreign demandt−1 0.58*** 0.57***
[0.19] [0.19]

Term of tradet−1 -0.12 -0.12
[0.12] [0.12]

σ̃t−1 -0.13**
[0.06]

Short run relationship
α -0.36*** -0.36***

[0.03] [0.03]
∆Real exchange ratet 1.08*** 1.06***

[0.14] [0.14]

∆GDPt 1.40*** 1.35***
[0.09] [0.10]

∆Foreign demandt -0.30*** -0.30***
[0.11] [0.11]

∆Term of tradet 0.12 0.12
[0.09] [0.10]

∆ σ̃t -0.05***
[0.02]

Observations 728 728
R2 .09 0.09

* p < 0.1, ** p < 0.05, *** p < 0.01
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Table A.3: Other measures of �rm’s �nancial vulnerability
(1) (2)

liabilities
assets

interest
profits

σ̂t -2.08*** -2.05***
[0.08] [0.08]

I1t−1 × σ̂t -0.01 -0.16*
[0.08] [0.09]

I2t−1 × σ̂t -0.13* -0.29***
[0.08] [0.09]

Observations 111147 111598
R2 0.79 0.79
Firm, product, destination FE Yes Yes
Size FE Yes Yes
Gravityt Yes Yes
Gravityt−1 Yes Yes
∆ Gravityt−1 Yes Yes
Firm controls Yes Yes
Gravityt × rht−1 Yes Yes

σ̃t is the measure of real exchange rate uncertainty.
Controls: 1) Firm, product, destination FE: denotes �x e�ects for each �rm, product, destination.2) size FE: represents two dummy variables,
according to the size of the �rm with respect to total sales, and another with respect to the amount of assets. Each dummy group �rms in
three group with respect to the relative size of the �rm in each year. 3) Gravity: includes the multilateral real exchange from Colombia,
and from Colombia and each destination the bilateral real exchange rate, term of trade, total absorption, aggregate tfp, population, entry
.3)∆Gravity: Represents the log di�erence of all gravity variable between t and t-1. 4) Firm controls: includes actual and past pro�ts and
previous year import share (total imports over operational cost ).5) Gravityt × rht−1: Denotes the interaction between gravity variables
and dummy of �nancial vulnerability
Standard errors in brackets (clustered by exporter). * p < 0.1, ** p < 0.05, *** p < 0.01
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Table A.4: Chilena �rms
Exports Exports Exports Exports

σ̃2
t -5.67*** -11.91* -13.37* -13.00**

[1.85] [6.49] [7.20] [6.59]

σ̃2
t × Assets

Liabilities t
0.9164*
[0.5264]

Observations 6603 5678 5678 5632

R2 0.02 0.02 0.02 0.02

Firm FE Yes Yes Yes Yes

Firm controls Yes Yes Yes Yes

Aggregate Controls No Yes Yes Yes

RER Change No No Yes Yes

Standard errors in brackets.* p < 0.1, ** p < 0.05, *** p < 0.01
1) Firm controls: includes Share of Imports for raw materials, Employment, �rm productivity, share of national ownership.2) Aggregate
Controls (in logs): Domestic GDP, Foreign Demand, real exchange rate.3) RER Change: includes �rst, second di�erence, and the lad and
present cyclical component of the Real exchange rate.

61



Table A.5: Bilateral relation: additional controls
1 2 3 4 5 6 7

Panel A: Exports /GDP
σ̃t -0.06*** -0.06*** -0.054*** -0.05*** -0.04*** -0.04*** -0.04***

[0.01] [0.01] [0.01] [0.01] [0.01] [0.01] [0.01]
Observations 25075 25075 25075 25075 25075 25075 25075
R2 0.60 0.60 0.60 0.60 0.62 0.62 0.62

Panel A: Imports /GDP
σ̃t -0.04** -0.04** -0.04** -0.04** -0.04** -0.04** -0.04**

[0.01] [0.01] [0.01] [0.01] [0.01] [0.01] [0.01]
Observations 25062 25062 25062 25062 25062 25062 25062
R2 0.47 0.47 0.47 0.47 0.47 0.47 0.47
Panel A: Trade /GDP
σ̃t -0.04*** -0.04*** -0.03*** -0.03** -0.03** -0.03** -0.03**

[0.01] [0.01] [0.01] [0.01] [0.01] [0.01] [0.01]
Observations 25061 25061 25061 25061 25061 25061 25061
R2 0.66 0.66 0.66 0.66 0.67 0.67 0.67
Bilateral FE Yes Yes Yes Yes Yes Yes Yes
Gravity Yes Yes Yes Yes Yes Yes Yes
Change Yes Yes Yes Yes Yes Yes Yes
Change2 Yes Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes Yes
Corr G7 X
STD1 X
STD2 X
STD3 X
Top1 X X X
Top2 X X
Top3 X

Standard errors in brackets.* p < 0.1, ** p < 0.05, *** p < 0.01
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