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Introduction: Background of SPIV and NPIV
• Terminologies

• SPIV: Semiparametric instrumental variable estimator
• NPIV: Nonparametric instrumental variable estimator
• 𝑌: dependent variable; 𝑋: endogenous variable; 𝑊: instrumental variable  

• SPIV

• NPIV

Estimate the first stage by 

nonparametric methods

Estimated by 

2SLSFirst stage

Second stage

Estimate BOTH stages by 

nonparametric methods

Then plug in the fitted IV, ෠𝑋 = መ𝜁(X)

• Recall: Linear IV model
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Introduction: NPIV

• NPIV

• 𝑋 is endogenous ⇒ 𝔼 𝑈 𝑋 ≠ 0 

⇒ 𝔼 𝑌 − 𝑔(𝑋) 𝑋 ≠ 0 ⇒ 𝔼 𝑌 𝑋 ≠ 𝑔(𝑋)

𝑔(⋅) cannot be estimated by 

regressing 𝑌 on 𝑋

• 𝑊 is exogenous ⇒ 𝔼 𝑈 𝑊 = 0

⇒ 𝔼 𝑌 − 𝑔(𝑋) 𝑊 = 0 ⇒ 𝔼 𝑌 𝑊 = 𝔼 𝑔(𝑋) 𝑊

𝑔(⋅) can be identified, if 𝑓𝑋|𝑊(⋅,⋅) is 

complete

First stage

Second stage

• In estimation, we focus on the “elements” of 𝑔 𝑥 = σ𝑖=1
∞ 𝛽𝑖 𝑝𝑖 𝑥

• 𝑝𝑖 ⋅ 𝑖=1
∞  are known series functions

= σ𝑖=1
∞ 𝛽𝑖 𝔼 𝑝𝑖 𝑋 𝑊  

𝑋: endogenous variable; 𝑊: instrumental variable  
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• With 𝐿2 norm
• For 𝑔 ⋅ ∈ 𝐿2(𝒳) with  

• With a complete basis in 𝐿2(𝒳)

• 𝑔 𝑥 = σ𝑖=1
∞ 𝛽𝑖 𝑝𝑖(𝑥)

• 𝑝𝑖(𝑥) is known basis function, and 𝛽𝑖
′s are unknown series coefficients  

Introduction: NPIV
• The “elements” of a function: series expansion

𝔼 𝑌 𝑊 = 𝔼 𝑔(𝑋) 𝑊

• The historical result
• Stone-Weierstrass Theorem (Weierstrass, 1885, Stone, 1948)

• For a continuous 𝑔(⋅)

• With polynomial basis 

• For any (small) 𝜀 > 0, there is some sufficiently large 𝐾 such that 
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Introduction: NPIV
• 𝑔 𝑥 = σ𝑖=1

∞ 𝛽𝑖 𝑝𝑖(𝑥)

• 𝑝𝑖(𝑥) is known basis function, and 𝛽𝑖
′s are unknown series coefficient  

• NPIV estimation (NP 2SLS)

• Choice the tuning parameter for the second stage, the series length 𝐾𝑛

• First stage:
• Regress 𝑝𝑖(𝑋) on 𝑊 nonparametrically for each 𝑖 ∈ {1: 𝐾𝑛}, obtaining ෡𝔼(𝑝𝑖(𝑋)|𝑊)

• Nonparametric estimation requires additional tuning parameter(s)

• 𝔼 𝑌 𝑊 = 𝔼 𝑔(𝑋) 𝑊 ≈ σ𝑖=1
𝐾𝑛 𝛽𝑖

෡𝔼(𝑝𝑖(𝑋)|𝑊)

• Second stage:

• Regress 𝑌 on ෡𝔼(𝑝𝑖(𝑋)|𝑊) to obtain estimators of 𝛽𝑖 𝑖
𝐾𝑛, say መ𝛽𝑖 𝑖

𝐾𝑛

• NPIV estimator: ො𝑔 𝑥 = σ
𝑖=1
𝐾𝑛 መ𝛽𝑖 𝑝𝑖(𝑥)

𝔼 𝑌 𝑊 = 𝔼 𝑔(𝑋) 𝑊
𝑋: endogenous variable; 𝑊: instrumental variable  
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Introduction: NPIV
• First stage:

• Regress 𝑝𝑖(𝑋) on 𝑊 nonparametrically for each 𝑖 ∈ {1: 𝐾𝑛}, obtaining ෡𝔼(𝑝𝑖(𝑋)|𝑊)
• Nonparametric estimation implies additional tuning parameter(s)

• In the literature, the first stage is usually conducted by series estimation as 
well

• Newey and Powell (2003), Blundell, Chen, and Christensen (2007), Horowitz (2011, 
2012), among others.

• In this paper, we propose using Isotonic regression to estimate the first 
stage

• for both SPIV and NPIV estimation

• We call them the monotone SPIV and monotone NPIV
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Introduction: Isotonic regression

𝑌 = 𝑟 𝑋 + 𝜖 where  𝑥1 < 𝑥2 ⇒ 𝑟 𝑥1 ≤ 𝑟 𝑥2

• Monotone increasing conditional mean function

• Isotonic estimation

A nonparametric method to estimate this 𝑟(⋅) 

under the assumption of monotonicity
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Monotonicity assumption

• Natural conditions of many models applied widely in economics
• Demand function, utility functions..

• CDF function, and functions derived from CDF functions
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Monotone instrumental variable

• Our approach requires that 𝔼 𝑋 𝑊 = 𝑤  increases in 𝑤 

• Many examples in economics
• Härdle and Linton (1994), Blundell, Chen, and Kristensen (2007):

  𝑋 = log family expenditure, 𝑊 = log gross earnings

• Measurement error problem: 

   𝑋 = a measurement (with error) of 𝑋∗, 𝑊 = an independent repeated measurement of 𝑋∗

• Furthermore, any existing study involving a univariate endogenous variable 
and univariate instrumental variables, and utilizing the linear 2SLS methods, 
implicitly imposes the monotonicity of 𝔼 𝑋 𝑊 = 𝑤

First stage

Second stage
𝑋: endogenous variable; 𝑊: instrumental variable  
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Implement isotonic estimation

The algorithm: PAVA, the greatest convex minorant

where 𝑥1 < 𝑥2 < ⋯ < 𝑥𝑛, and 𝜖𝑖s are independent
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Implement isotonic regression

x1 2 3 4 5

1

2

3

4

5

The cumulative sum diagram 

Greatest convex minorant

Y

No tuning parameters are involved
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Isotonic regression in a two-stage process
• As a nonparametric method, isotonic regression has

• Strengths:

• Tuning parameter free

• Require minimum smoothness condition

• Shortcomings:

• a discrete estimator 

• slow convergence rate 

• Using isotonic regression as the first stage in a two-stage procedure 
sometimes could allow us to

• circumvent its shortcomings 

• while preserving its strengths
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Motivation for monotone SPIV
• Compared to 2SLS, our proposed SPIV method is more efficient

• 2SLS can give a consistent estimator of 𝛽 = (𝛽1, 𝛽2),

• even if 𝔼 𝑋 𝑊  is not linear in the first stage 

• but it will be less efficient

• Under the monotonicity of 𝔼 𝑋 𝑊 = 𝑤  in 𝑤, our monotone SPIV estimator is efficient

• As efficient as ones in Ai and Chen (2003) and Blundell, Chen and Kristensen (2007)

First stage

Second stage

• Compared to other SPIV estimators
• Our method is tuning-parameter-free
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Motivation for monotone NPIV
• Our method requires choosing only one tunning parameter (in the case of one 

endogenous variable)

• “Series+series” (NP2SLS) methods (implicitly) require more

• Recall the first stage of NPIV estimation
• After the tuning parameter for the second stage, the series length 𝐾𝑛, has been chosen 

• Regress 𝑝𝑖(𝑋) on 𝑊 nonparametrically for each 𝑖 ∈ {1: 𝐾𝑛}, obtaining ෡𝔼(𝑝𝑖(𝑋)|𝑊)

• Let 𝑙 𝑤 = 𝑙1 𝑤 , 𝑙2 𝑤 , … ′ be a complete basis in 𝐿2(𝒲)

• The first-stage series estimation is 

First stage

Second stage

There are potentially 𝐾𝑛 + 1 tuning parameters
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Motivation for monotone NPIV
• Let 𝑙 𝑤 = 𝑙1 𝑤 , 𝑙2 𝑤 , … ′ be a complete basis in 𝐿2(𝒲)

• The first stage-series estimation is 

First stage

Second stage

They are potentially 𝐾𝑛 + 1 tuning parameters

• In the literature of NPIV, people usually enforce 𝐾𝑛 = 𝐽𝑛
(1)

= 𝐽𝑛
(2)

= ⋯ = 𝐽𝑛
(𝐾𝑛)

• But this practice is rarely justified theoretically

• It is an implicit choice of 𝐾𝑛 + 1 tuning parameters

• In comparison, our proposed method only needs to choose one, 𝐾𝑛

• Our first stage is adaptively handled by isotonic regression

• Our first stage is truly tuning-parameter-free
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Theory for monotone SPIV First stage

Second stage

Notations:
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Theory for monotone SPIV First stage

Second stage

Notations:

The monotone SPIV: 𝔼𝑛(⋅) =
1

𝑛
σ𝑖=1

𝑛 (⋅)



Semi/Nonparametric IV with isotonic first stageOtsu, Shinoda, and Xu ESEM 2024                         23/33

Content
1. Introduction

a) SPIV and NPIV

b) Isotonic regression 

2. Motivation

3. Theories
a) Monotone SPIV

b) Monotone NPIV                                 

4. Simulation

5. Literature



Semi/Nonparametric IV with isotonic first stageOtsu, Shinoda, and Xu ESEM 2024                         24/33

Theory for monotone NPIV
• Notations and definitions:

The sieve measure of ill-posedness:

The sieve space: for a vector of unknown sieve coefficient

𝑻 is the conditional 

mean operator:
Recall 𝔼 𝑌 𝑊 = 𝔼 𝑔(𝑋) 𝑊

First stage

Second stage
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Theory for monotone NPIV
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Theory for monotone NPIV

The same rate as in Blundell, Chen, Christensen (2007) and Horowitz (2011, 2012) 

𝐾𝑛 is the series order of the second stage

First stage

Second stage

The monotone NPIV:

The sieve measure 

of ill-posedness:

𝔼𝑛(⋅) =
1

𝑛
σ𝑖=1

𝑛 (⋅)
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Simulation results

An NPIV model:

First stage

Second stage

We employ the polynomial 

basis:

We try 𝐾𝑛 = 2, 3, 4, and 5,  

while the optimal order (for 

the 2nd stage) should be 𝐾𝑛 =
3

(No misspecification, no 

(unnecessarily) redundant 

regressors)

The number of Monte-Carlo 

samples in each setting is 

500.

𝑋: endogenous variable; 𝑊: instrumental variable  
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Concluding Remarks
• We develop a SPIV and an NPIV estimators, in which the first-stage 

conditional means are assumed to be monotone increasing and are 
estimated using isotonic regression

• The proposed SPIV estimator is tuning-parameter-free, and it is efficient in 
terms of Ai and Chen (2003)

• The proposed NPIV estimator requires choosing only one tuning 
parameter for the second stage. It achieves the same rate as Blundell, 
Chen, Christensen (2007) 

• For multiple IV, we model the first stage by 
• the monotone partially linear model 𝑋 = 𝑊1

′𝛿 + 𝜁 𝑊2 + 𝜖, or

• the monotone single index model 𝑋 = 𝜁 𝛿′𝑊 + 𝜖.

Thank you!
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Additional results
• Justification of assumption on the monotone basis function
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Theory for monotone NPIV
• Justification of assumption on the monotone basis function

This assumption can be satisfied by polynomial basis if we assume additionally

First stage

Second stage
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Theory for monotone NPIV First stage

Second stage

= 0

Is monotone increasing 

in 𝑤

The same arguments can be extended to other series bases 

derived from polynomial, such as different kinds of splines
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