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1 Introduction

Has the response of hours to permanent technology improvements changed over time? What

is the main driver behind this change? Our empirical findings reveal that the impact effect

on hours of a permanent technology shock hides a large and gradual structural change. More

specifically, the contractionary effect of technology improvements on hours has significantly

shrunk over the last fifty years in OECD countries. We show that the increasing importance

of technology improvements which occur at different rates between (traded and non-traded)

sectors is responsible for the gradual disappearance of the negative effect of a permanent

technology shock on hours.

The shrinking contractionary effect of technology shocks on hours has already been doc-

umented by Gaĺı and Gambetti [2009], Barnichon [2010], Nucci and Riggi [2013], Cantore

et al. [2017] on U.S data. These papers put forward more pro-cyclical monetary policies, a

reduction in hiring frictions, an increase in performance-related pay schemes, or a greater

substitutability between capital and labor, respectively, to rationalize the vanishing decline

of hours. While these interpretations may fit the U.S. experience, we provide evidence

showing that none of these explanations can account for the vanishing decline in hours

after technology shocks we document for OECD countries.1

Our structural interpretation of the gradual change in the link between technology and

hours, rests on the open economy aspect and the multi-sector dimension of OECD countries.

Open economies find it optimal to substitute foreign for domestic goods and lower labor

supply after a technology shock by running a current account deficit while the dispersion in

technology improvements across industries has an expansionary effect on hours by fostering

labor demand in low productivity growth (non-traded) industries. As technology shocks

are increasingly driven by asymmetric technology improvements, hours decline less. Besides

the fact that our interpretation fits the experience of our sample of OECD countries, our

line of explanation accords well with the evidence documented by Foerster et al. [2011] who

find that the share of output fluctuations explained by asymmetric shocks across sectors

has dramatically increased since the great moderation.

While the vanishing decline in hours after technology shocks is an empirical fact well

documented for the U.S., our evidence reveals that this movement is also shared by OECD

countries. In Fig. 1(a), we plot the dynamic response of hours worked to a 1% per-

manent increase in utilization-adjusted-total-factor-productivity (TFP) by considering two

sub-periods. As shown in the dashed red line, a permanent technology shock produces

a decline in hours by -0.31% on impact in the pre-1992 period while hours remain unre-

sponsive to technology shocks in the post-1992 period (see the blue line).2 Concomitantly,
1We test the four competing interpretations for our panel of seventeen OECD countries in Online Ap-

pendix M.
2We choose 1992 as the cutoff year for the whole sample because the Great Moderation occurs in the
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(a) Response of Hours to Technology
Shocks: 70-92 vs. 93-17

(b) Response of Hours to Technology
Shocks: Low vs. High Share of

Asym. Tech. Change

Figure 1: Structural Change in the Relationship between Hours and Technology. Notes: Fig. 1(a)
shows the response of hours to a 1% permanent increase in utilization-adjusted-TFP before (dashed red line) and after (blue line) 1992.
Solid and dashed lines represent point estimates and light (dark) shaded areas represent 90 (68) percent confidence intervals. Vertical
axis measures deviation from the pre-shock trend/level in percent. We first identify the permanent technology shock by estimating a
VAR model which includes utilization-adjusted-aggregate-TFP together with a set of variables and impose long-run restrictions. In
the second step, we estimate the dynamic response of hours to the identified technology shock by using local projections. Fig. 1(b)
plots the response of hours to a 1% permanent increase in utilization-adjusted-TFP for countries with low (orange line) and high
(dashed green line) variance share attributable to asymmetric technology improvements (’Share of Asym. Tech. Change’). We perform
a country-split on the basis of the share of the (unconditional) variance of utilization-adjusted-TFP growth driven by asymmetric
technology improvements across sectors which is calculated for each country by using eq. (34). We have eight countries with a share
of technological change driven by asymmetric technology improvements lower than 30% (including continental European countries and
Japan) and nine countries with a share higher than 30% (including English-speaking and Scandinavian countries). Sample for both
panels: 17 OECD countries, 1970-2017.

the share of the forecast error variance of utilization-adjusted-TFP growth attributable to

asymmetric technology shocks between sectors has dramatically increased from 7% before

1992 to more than 44% in the post-1992 period.

Fig. 1(b) suggests that the share of asymmetric technology improvements is a major

driver of the response of hours. In the group of countries where the share of asymmetric

technology improvements is lower than 30% (with a mean of 22%), as shown in the orange

line, hours decline by -0.48% on impact, while in the group of countries where the share

of asymmetric shocks is higher than 30% (with a mean of 46%), the response of hours is

muted at all time horizons (see the dashed green line). This finding is important because

our estimates also reveal that (only) asymmetric technology improvements are shocks which

are associated with innovation (concentrated in traded industries).

The first step of our analysis is to perform a VAR-based decomposition of aggregate

technology improvements into symmetric and asymmetric technology shocks between sec-

tors, in the same spirit as Gar̀ın et al. [2018] who decompose economic fluctuations into a

common (across sectors) and a sector-specific component. Our evidence shows that when

technology improves at the same rate across sectors, hours dramatically decline by -0.47%

on impact. By contrast, when technological change is concentrated toward a few industries,

hours significantly increase by 0.31% on impact.

The second step of our analysis is to rationalize the magnitude of the decline in hours

and its gradual disappearance we document for OECD countries. We develop an extension

of the open economy setup with tradables and non-tradables pioneered by Kehoe and Ruhl

[2009] and simulate the model by considering symmetric and asymmetric technology shocks

post-1992 period for European countries which account for three-fourth of our sample, see e.g., Benati [2008]
for the U.K. and González Cabanillas and Ruscher [2008] for the euro area.
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between sectors (calibrated to the data). Our quantitative analysis enables us to uncover

two key findings. First, hours decline after permanent technology shocks because they

are primarily driven by technology improvements which are symmetric across industries.

Second, the decline in hours worked shrinks over time as aggregate technology shocks are

increasingly influenced by technology improvements which are asymmetric between sectors.

To reach these conclusions, we conduct two quantitative exercises. We first quantify the

contribution of each ingredient to the performance of the baseline model. We show that

five elements are essential: international openness, barriers to factors’ mobility between

sectors, home bias in the domestic traded good, factor-biased technological change (FBTC

henceforth), and a mix of symmetric and asymmetric technology shocks.3

International openness is key to producing a decline in hours after a permanent technol-

ogy improvement. Because a technology shock stimulates consumption and investment, an

economy open to international trade and world capital markets finds it optimal to import

goods from abroad and lower labor supply by running a current account deficit. How-

ever, abstracting from factors’ mobility costs between sectors and assuming that home- and

foreign-traded goods are perfect substitutes leads the model to overstate the reallocation of

productive resources toward the non-traded sector and the decline in total hours. Because

factors’ mobility costs reduce the shift of resources toward the non-traded sector, house-

holds must give up a fraction of their higher consumption of leisure to produce additional

units of non-traded goods. Households must further give up leisure to meet the demand

for domestic (tradable) goods when home- and foreign-produced traded goods are imper-

fect substitutes because consumers are reluctant to replace domestic with imported goods.

While these ingredients mitigate the decline in hours caused by financial (and trade) open-

ness, we also have to let technology improvements be biased toward labor in the traded

sector (in line with our estimates) to account for the effects of a technology shock on hours.

Intuitively, when traded output turns out to be more labor intensive, higher demand for

labor in traded industries neutralizes the incentives to shift labor toward the non-traded

sector which further mitigates the decline in hours.

While the four aforementioned ingredients ensure that the model can account for the

magnitude of the decline in hours, the performance of the baseline model also implicitly

rests on assuming a mix of symmetric and asymmetric technology shocks between sectors.

When technology improves at the same rate in both sectors, sectoral goods’ prices depreciate

(because an excess supply shows up on goods’ markets) which puts downward pressure on

sectoral wages and cause a dramatic decline in hours (by -0.40% on impact). In contrast,

asymmetric technology shocks have a strong expansionary effect on hours (by 0.28% on
3We could also employ the home bias terminology for non-traded goods but because consumption in

non-traded goods significantly mitigates the decline in hours after a technology shock only once we allow for
mobility costs between sectors, we find it more relevant to refer to the role of barriers to factors’ mobility.
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impact). Because asymmetric technology improvements are concentrated within traded

industries, non-traded goods’ prices appreciate (due to the excess demand on the non-

traded goods market) which has an expansionary effect on labor demand in non-traded

industries. Firms in this sector thus pay higher wages to attract workers which has a positive

impact on labor supply. Since hours significantly increase when technology improvements

occur at different rates across sectors or fall dramatically when technology improves at the

same rate, none of the shocks taken separately can account for the evidence. We need a

mix of the two to ensure that technology improvements are associated with a productivity

differential between tradables and non-tradables which provides incentives to shift labor

toward non-traded industries and generates upward pressure on wages.

In the second quantitative exercise, we assess the ability of our model to account for

the shrinking decline in hours from -0.26% (the first thirty years) to -0.11% (the last thirty

years) we document empirically after a technology shock on rolling windows (with a fixed

length of thirty years). To conduct this analysis, we let the share of technology improve-

ments driven by asymmetric technology shocks increase over time from 10% to 40% in line

with our estimates based on rolling sub-samples. While our open economy setup reproduces

well the shrinking contractionary effects on hours of technology shocks we document empir-

ically, we show that FBTC is a key element to account for the evidence, in particular when

we focus on the time-varying responses of sectoral hours. When we impose Hicks-neutral

technological change, the restricted model generates a time-decreasing impact response of

traded hours worked in contradiction with our evidence because asymmetric technology

shocks encourage labor to shift toward non-traded industries. By neutralizing the incen-

tives to shift labor away from traded industries, technological change biased toward labor in

the traded sector ensures that traded hours decline less over time as the share of asymmetric

technology shocks is increased, in accordance with our estimates.

To understand the key driver behind the rising importance of asymmetric technology

shocks, we extend our two-sector open economy setup to endogenous technology decisions.

Our results show that more than 70% of the progression of asymmetric technology shocks is

driven by the greater exposition of traded industries to the international stock of knowledge.

Because the stock of knowledge is found empirically to have a significant effect on technology

in traded industries only, the combined effect of the increase in the world stock of ideas

and the growing intensity of traded technology in the international stock of knowledge

has amplified the dispersion of technology improvements between the traded and the non-

traded sector and has further increased the variance share driven by asymmetric technology

improvements.

The article is structured as follows. In section 2, we propose a VAR-based decomposi-

tion of technology shocks into a symmetric and an asymmetric component between sectors
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to rationalize the time-varying effects on hours we estimate empirically. In section 3, we

develop a two-sector open economy model where factor-augmenting technology has a sym-

metric and an asymmetric component between sectors. In section 4, we calibrate the model

to the data and assess its ability to account for the time-varying effects. To rationalize

the increasing importance of asymmetric technology improvements, we extend the model

to endogenous technology decisions. Finally, section 5 concludes. The Online Appendix

contains more empirical results, conducts robustness checks, details the solution method,

and shows extensions of the baseline model.

Related Literature. Our paper fits into several different literature strands, as we

bring several distinct threads in the existing literature together.

Impact response of hours to a technology shock. There is a vast literature inves-

tigating whether a technology improvement increases or lowers hours worked. While the

(impact) response of hours worked to a technology shock is still debatable as the identi-

fication of technology shocks has been subject to criticisms, see e.g., Erceg et al. [2005],

Dupaigne et al. [2007], Chari et al. [2008], the literature has put forward a set of so-

lutions to deal with both the lag-truncation and the small sample biases, among others.

These solutions include the number of lags, see e.g., De Graeve and Westermark [2013],

the measure of technology, see e.g., Chaudourne et al. [2014], Dupaigne and Fève [2009],

the VAR specification, see e.g., Fève and Guay [2010], the behavior of hours worked (i.e.,

stationary or free of low-frequency movements), see e.g., Christiano et al. [2006], Francis

and Ramey [2009], or econometric methods of identification, see e.g., Francis et al. [2014],

Li [2022]. Most of the aforementioned works find that positive technology shocks, identified

with long-run restrictions, lead to a short-run decrease in hours worked.

Time-increasing response of hours to a technology shock. The structural change

in the response of hours (conditional on technology shocks) we document for OECD coun-

tries over 1970-2017 in this work corroborates the evidence by Gaĺı and Gambetti [2009],

Cantore et al. [2017] on U.S. data who report a time-increasing response of hours worked

following a permanent increase in productivity. These two papers together with Barnichon

[2010], Gaĺı and Van Rens [2021], Mitra [2023], Nucci and Riggi [2013] propose four differ-

ent lines of explanation which may fit well the U.S. experience but cannot account for the

shrinking decline in hours in OECD countries. First, we do not find that monetary policies

are significantly more pro-cyclical after technology shocks in industrialized countries. Sec-

ond, our evidence reveals that technology shocks are not biased toward capital in OECD

countries and the elasticity of substitution between capital and labor has remained stable

over time. Third, we find a significant time-declining response of the real wage to tech-

nology shocks which is hard to reconcile with the assumption of a rising performance pay.

Fourth, the evidence points out that most of the OECD countries did not experience the
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decline in labor market frictions observed in the United States. Our estimates also reveal

that on average, in OECD countries, the relative volatility of employment has remained

stable. In contrast, both our evidence and model’s predictions confirm that the increasing

share of asymmetric technology shocks is the main driver of the gradual disappearance of

the decline in hours.

Hours and technology in open economy. Most of the existing literature investi-

gating the effects of technology shocks on total hours worked consider a closed economy,

except for Collard and Dellas [2007] who consider a one-sector RBC model in open economy.

The authors must impose an elasticity of substitution between domestic and foreign goods

smaller than one to give rise to a decline in hours. We empirically find however that the

decline in hours is concentrated in the non-traded sector and the response of traded hours

worked remains muted. To generate these findings, we have to consider a two-sector open

economy where home- and foreign-produced traded goods are high substitutes, as evidence

suggests, see e.g., Bajzik et al. [2020].

Innovation and effects of technology shocks on labor. The decomposition of

technology shocks into a symmetric and an asymmetric component between sectors allows

us to reconcile two strands of the literature. Shea [1999] and Alexopoulos [2011] find that

technology shocks driven by innovation increase employment while the literature pioneered

by Gal̀ı [1999] finds that technology shocks lower hours worked. Because our evidence

reveals that only asymmetric technology shocks give rise to innovation, if we focus on tech-

nology improvements driven by asymmetric technology shocks, these shocks will increase

significantly labor, in accordance with the first strand of the literature. By contrast, if we

focus on aggregate technology shocks, hours worked will fall because symmetric technology

shocks are predominant.

Multi-sector setup and asymmetric technology improvements across sectors.

The literature has recently quantified the implications of sectoral heterogeneity. Jaimovich

et al. [2024] estimate the welfare impact of sector-specific technological change. In the same

spirit as Ngai and Pissarides [2007], Cruz and Raurich [2020], the substitutability between

goods plays a key role since the gross complementarity between traded and non-traded goods

determines whether labor shifts toward or away from the non-traded sector. In this regard,

symmetric technology shocks produce labor effects which are similar to those documented

by Broadbent et al. [2023] who consider an anticipated decline in traded TFP caused by

Brexit. To rationalize the rising importance of asymmetric technology improvements across

sectors, in the same vein as Comin et al. [2019], we consider a version of our two-sector

model with endogenous technology decisions and assume that traded industries benefit

disproportionately from R&D in line with our evidence. In contrast to the authors, we put

forward the greater and increasing exposition to the international stock of knowledge of
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traded industries as an explanation of the growing dispersion of technology improvements

between sectors.

2 Technology and Hours across Time: Evidence

In this section, we document evidence for seventeen OECD countries about the link between

technology and hours across time. Below, we denote the percentage deviation from initial

steady-state (or the rate of change) with a hat.

2.1 Preliminaries

Before decomposing a technology shock into a symmetric and an asymmetric component

and estimate their dynamic effect on hours, we build intuition below on the transmission

mechanism. The setup we have in mind to identify symmetric and asymmetric technology

shocks is a two-sector open economy with a traded (i.e., an exporting) and a non-traded

(i.e., non-exporting) sector. The greater exposition of traded industries to foreign competi-

tion and innovation abroad generates a productivity growth differential between tradables

and non-tradables, see e.g., Benigno et al. [2022], which plays a central role in our identi-

fication. Both the international openness and multi-sector aspects of our setup are key to

understanding the effect of a technology shock on hours.4

International openness generates a negative link between hours and technol-

ogy. By producing a (positive) wealth effect, a positive technology shock encourages house-

holds to consume more goods and more leisure; by increasing the marginal revenue product

of capital, a technology improvement also stimulates investment. When the economy is

closed, households must give up leisure and increase labor supply to produce additional

units of consumption and investment goods in order to meet their higher demand. In con-

trast, when the economy is open to international trade, it is optimal to import goods from

abroad to meet a higher demand for traded goods and shift productive resources toward

the non-traded sector to meet the demand for non-tradables. Households enjoy leisure and

the decline in labor supply is financed by running a current account deficit. Quantitatively,

when technology permanently improves by 1%, hours increase by 0.08% in a closed econ-

omy and decline by -0.35% in an open economy where inputs can move freely between the

traded and non-traded sectors.

Once we let the movements of inputs between sectors be subject to frictions, the decline

in hours to a technology shock in open economy shrinks to -0.11%. First, by reducing the

shift of productive resources toward the non-traded sector, mobility costs constrain house-

holds to give up a fraction of their higher consumption of leisure to produce non-traded
4For reasons of space, we relegate to Online Appendix A all details about the computation of the impact

effect on hours of a 1% permanent increase in utilization-adjusted-TFP and its comparison across restricted
versions of our baseline model.
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goods. Second, the decline in labor supply further shrinks when home- and foreign-produced

traded goods are imperfect substitutes as households are now reluctant to substitute im-

ported goods for home goods which in turn requires to produce additional units of the

home-produced traded good.

The multi-sector dimension generates a positive link between hours and

technology. While international openness has a strong negative impact on the link between

hours and technology, the multi-sector dimension of industrialized countries generates a

positive relationship. Intuitively, in an economy with multiple sectors, technology improves

at different rate across sectors. The dispersion in technology improvement between sectors

leads to an appreciation in relative prices in low productivity growth (non-traded) industries

which seek to compensate for their productivity disadvantage. If the price-elasticity of

demand for non-traded goods is smaller than one, the appreciation in the relative price of

non-tradables has an expansionary effect on labor demand in these industries which pay

higher wages to attract workers (who experience mobility costs). Higher wages increase

labor supply and thus the dispersion of technology improvement between sectors generates

a strong positive link between hours and technology.

2.2 Data Construction

We briefly discuss the dataset we use. We take data from EU KLEMS and OECD STAN to

construct time series for tradables (indexed by the superscript j = H) and non-tradables

(indexed by the superscript j = N). Online Appendix G provides a lot of details about the

source and the construction of time series. Our sample contains annual observations and

consists of a panel of 17 OECD countries. The period runs from 1970 to 2017.

Classification of industries: tradables vs. non-tradables. To classify eleven 1-

digit ISIC-rev.3 industries industries as tradables or non-tradables, we use data from the

World Input Output Dataset (WIOD) to calculate the openness to international trade of

each industry, measured by the ratio of imports plus exports to gross output. We treat

industries as tradables when trade openness is equal or larger than 20%. We thus classify

“Agriculture, Hunting, Forestry and Fishing”, “Mining and Quarrying”, “Total Manu-

facturing”,“Transport, Storage and Communication”, and “Financial Intermediation” in

the traded sector. The remaining industries “Electricity, Gas and Water Supply”, “Con-

struction”, “Wholesale and Retail Trade” and “Community Social and Personal Services”,

“Hotels and Restaurants” and “Real Estate, Renting and Business Services” are classified

as non-tradables. We perform a sensitivity analysis with respect to the classification in

Online Appendix K.2 and find that all conclusions hold.

We construct time series for sectoral hours worked, Lj
it, the hours worked share of

sector j, νL,j
it , where the subscripts i and t denote the country and the year. To capture

the transmission mechanism of a technology shock in a two-sector open economy, we also
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analyze the movements in the value added share at constant prices, νY,j
it , in the relative price

of non-tradables which is computed as the ratio of the non-traded value added deflator to

the traded value added deflator (i.e., Pit = PN
t /PH

it ), and in the terms of trade denoted by

PH
t = PH

it /PH,?
it where PH

it is the traded value added deflator of the home country i and

PH,?
it captures foreign prices defined as an import share (geometric) weighted average of the

traded value added deflator of the sixteen trade partners of country i. Note that the share

of imports from the trade partner is averaged over 1970-2017.

Utilization-adjusted sectoral TFPs. Sectoral TFPs are Solow residuals calculated

from constant-price (domestic currency) series of value added, Y j
it, capital stock, Kj

it, and

hours worked, Lj
it, i.e., ˆTFP

j
it = Ŷ j

it− sj
L,iL̂

j
it−

(
1− sj

L,i

)
K̂j

it where sj
L,i is the labor income

share (LIS henceforth) in sector j averaged over the period 1970-2017. We construct a

measure for technological change by adjusting the Solow residual with the capital utilization

rate, denoted by uK,j
it :5

Ẑj
it = ˆTFP

j
it −

(
1− sj

L,i

)
ûK,j

it , (1)

where we follow Imbs [1999] in constructing time series for uK,j
it , as utilization-adjusted-

TFP is not available at a sectoral level for most of the OECD countries of our sample over

1970-2017.6 In Online Appendix L.3, we find that our empirical findings are little sensitive

to the use of alternative measures of technology which include i) Basu’s [1996] approach

which has the advantage of controlling for unobserved changes in both capital utilization

and labor effort, ii) and the use of time series for utilization-adjusted-TFP from Huo et

al. [2023] and Basu et al. [2006]. Our preferred measure is based on Imbs’s [1999] method

because it fits our model setup where we consider an endogenous capital utilization rate

and the last two measures can only be constructed over a shorter period of time and for a

limited number of OECD countries.

2.3 Identification of Asymmetric vs. Symmetric Technology Shocks

Objective and strategy. Our objective is to demonstrate that the gradual disappearance

of the negative response of hours to technology shocks is caused by the increasing impor-

tance of technology improvements which occur at different rates between sectors. To show

this point, we proceed in three steps below. First, we estimate the effects on hours of a

permanent technology shock. Second, we contrast the effects on hours after a symmetric

technology shock with those caused by asymmetric technology shocks. Third, we estimate
5To construct time series for the capital stock of the traded and the non-traded sector, we have constructed

the overall capital stock by adopting the perpetual inventory approach, using constant-price investment series
taken from the OECD’s Annual National Accounts. Next we split the gross capital stock into traded and
non-traded industries by using sectoral value added shares. In Online Appendix K.3, we use the EU KLEMS
dataset which provides disaggregated capital stock data (at constant prices) at the 1-digit ISIC-rev.3 level
for thirteen countries of our sample over the period 1970-2017. Our estimates show that our empirical
findings are unsensitive to the way the sectoral capital stocks are constructed in the data.

6We detail the adaptation of Imbs’s [1999] method to our case where sectoral goods are produced from
CES production functions in Online Appendix H.
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the time-varying effects on hours of a permanent technology improvement and quantify

the progression in the share of technology improvements driven by asymmetric technology

shocks.

To conduct our empirical study, we compute the responses of selected variables by using

a two-step estimation procedure. We first identify a permanent technology improvement

by adopting the identification pioneered by Gali [1999]. Like Gali, we impose long-run

restrictions in the VAR model to identify permanent technology shocks as shocks that

increase permanently the level of our measure of technology. Because Erceg et al. [2005]

and Chari et al. [2008] have shown that persistent non-technology shocks can disturb the

identification of permanent technology shocks, we adjust TFP with the capital utilization

rate. Chaudourne et al. [2014] demonstrate that the use of ’purified’ TFP to measure

technological change ensures the robustness of the identification of technology shocks. In

the second step, we trace out the dynamic effects of the identified shock to utilization-

adjusted TFP by using Jordà’s [2005] single-equation method. This two-step approach is

particularly suited to our purpose as we identify technology shocks once and for all and

next estimate the dynamic responses of a set of variables to the identified shock and assess

empirically its time-varying effects on rolling windows.

VAR Identification of symmetric vs. asymmetric technology shocks across

sectors. The starting point of the identification of symmetric and asymmetric technology

shocks is the sectoral decomposition of the percentage deviation of utilization-adjusted-

aggregate-TFP (i.e., ZA
it ) relative to its initial steady-state:

ẐA
it = νY,H

i ẐH
it +

(
1− νY,H

i

)
ẐN

it , (2)

where ẐH
it and ẐN

it measure technology improvements in the traded and the non-traded sec-

tor, respectively, and νY,H is the value added share of tradables. Eq. (2) can be rearranged

as follows

ẐA
it = ẐN

it + νY,H
i

(
ẐH

it − ẐN
it

)
, (3)

which enables us to decompose technological change into technology improvements which

are common and asymmetric between sectors. When technology improves at the same rate

in the traded and the non-traded sector, i.e., ẐH
it = ẐN

it , then the second term on the RHS

of eq. (3) vanishes and technological change collapses to its symmetric component (indexed

by the the subscript S), i.e., ẐA
S,it = ẐH

S,it = ẐN
S,it. In contrast, the asymmetric component

(indexed by the the subscript D) of aggregate technological change is captured by the second

term on the RHS, i.e., ẐA
D,it = νY,H

i

(
ẐH

D,it − ẐN
D,it

)
, which reflects the excess of technology

improvements in the traded sector over those in the non-traded sector (weighted by νY,H
i ).

We assume that technology in sector j is made up of a symmetric and an asymmetric

component, i.e., Zj
it =

(
Zj

S,it

)ηi
(
Zj

D,it

)1−ηi

, where we denote by η the share of technological

change which is common across sectors. Log-linearizing this expression and plugging the
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result into eq. (2) leads to the decomposition of aggregate technological change into a

symmetric and an asymmetric component:

ẐA
it = ηiẐ

A
S,it + (1− ηi) ẐA

D,it. (4)

We consider two versions of the VAR model. In both cases, we estimate a reduced form

VAR model in panel format on annual data with two lags and with both country fixed

effects and time dummies. The first version includes utilization-adjusted-aggregate-TFP,

real GDP, total hours worked and the real consumption wage. All quantities are divided

by the working age population and all variables enter the VAR model in rate of growth, see

Online Appendix K.1 which documents evidence about the presence of a unit-root process

for all variables of interest. We impose long-run restrictions to identify technology shocks as

shocks which increase permanently ZA
it , see Online Appendix F which provides more details

about the SVAR identification. In the second version, we augment the VAR model with the

ratio of traded to non-traded utilization-adjusted-TFP ordered first. Building on our above

discussion based on eq. (3), we impose long-run restrictions such that both symmetric and

asymmetric technology shocks increase permanently ZA
it while only asymmetric technology

shocks increase ZH
it /ZN

it in the long-run. Technically the long-run cumulative matrix is

lower triangular which implies that only asymmetric technology shocks in the first row

increases both the ratio of traded to non-traded technology and aggregate technology while

symmetric technology shocks in the second row leave the relative productivity of tradables

unaffected.

Estimating dynamic effects. Once we have identified technology shocks from the

VAR model’s estimation, in the second step, we estimate the dynamic effects on selected

variables (detailed later) by using Jordà’s [2005] single-equation method. The local pro-

jection method amounts to running a series of regressions of each variable of interest on a

structural identified shock for each horizon h = 0, 1, 2, ...

xi,t+h = αi,h + αt,h + ψh (L) zi,t−1 + γhεZ
i,t + ηi,t+h, (5)

where αi,h are country fixed effects, αt,h are time dummies; x is the logarithm of the variable

of interest, z is a vector of control variables (i.e., past values of utilization-adjusted-TFP

and of the variable of interest), ψh (L) is a polynomial (of order two) in the lag operator.

The coefficient γh gives the response of x at time t + h to the identified technology shock

εZ
i,t at time t. We compute heteroskedasticity and autocorrelation robust standard errors

based on Newey-West.

Robustness checks. Gaĺı [1999] has pioneered the identification of a permanent tech-

nology improvement through long-run restrictions. Because the SVAR estimation allows

for a limited number of lags, the SVAR critique has formulated some reservations with

regard to the ability of the SVAR model to disentangle pure technology shocks from other
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shocks (which have long-lasting effects on productivity) when capital adjusts sluggishly, see

e.g., Erceg et al. [2005], Dupaigne et al. [2007], Chari et al. [2008]. While the use of

utilization-adjusted-TFP ensures the robustness of the identification of technology shocks,

as demonstrated by Chaudourne et al. [2014], we have also conducted a series of robust-

ness checks related to several aspects of our VAR identification of technology shocks and

measures of technology which are detailed in Online Appendices K and L.

First, in Online Appendix L.1, we test whether the identified shocks to technology are

correlated with non-technology shocks. Following Francis and Ramey [2005], we run the

regression of identified technology shocks based on three measures of technology on (three)

shocks to government spending, monetary policy, and taxation. The F-test reveals that

none of the demand shocks are correlated with our identified technology shocks only when

we use utilization-adjusted-TFP to measure technology. Technology shocks identified on

the basis of the Solow residual (unadjusted with factors’ utilization) and labor productivity

are instead found to be correlated with the demand shocks. Second, following the recom-

mendation by Chari et al. [2008] and De Graeve and Westermark [2013] who find that

raising the number of lags may be a viable strategy to achieve identification when long-run

restrictions are imposed on the VAR model, in Online Appendix L.2, we increase the lags

from two to eight and find that all of our conclusions stand.

Third, in Online Appendix L.4, we adopt the Maximum Forecast Error Variance (FEV)

approach proposed by Francis et al. [2014] which extracts the shock that best explains

the FEV at a long but finite horizon of the measure of technology. We find that the re-

sponse of hours when the technology shock is identified by means of the Maximum FEV

is not statistically different from that obtained when imposing long-run restrictions for the

median estimate as well as at the individual level (except for three out of seventeen coun-

tries). Fourth, following Fève and Guay [2010], in Online Appendix L.5, we estimate in

the first step a VAR model by excluding hours and including only the rate of change in

utilization-adjusted-TFP and the log ratio of consumption plus net exports to GDP and

impose long-run restrictions to identify technology shocks and then in the second step, we

estimate the dynamic effects by using local projections. We find no differences between our

results and those obtained when we exclude hours from the first step. Fifth, as detailed in

Online Appendix L.6, we build on the method proposed by Dupaigne and Fève [2009] and

replace the country-level-utilization-adjusted-TFP with the import-share-weighed-average

of utilization-adjusted-TFPs of the home country’s trade partners which by construction

is not influenced by country-specific persistent non-technology shocks. Differences are not

statistically significant although hours do not fall below trend on impact because world tech-

nology shocks are further driven by asymmetric technology shocks compared with shocks

to country-level utilization-adjusted-TFP.
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Figure 2: Dynamic Effects of a Technology Shock. Notes: The solid blue line shows the dynamic responses
to an exogenous increase in utilization-adjusted-aggregate-TFP by 1% in the long-run. While solid lines represent point estimates,
light (dark) shaded areas represent 90 (68) percent confidence intervals based on Newey-West standard errors. Horizontal axes indicate
years. Vertical axes measure percentage deviation from trend. Sample: 17 OECD countries, 1970-2017, annual data.

2.4 Effects on Hours of a Technology Shock

We first investigate the effects of a permanent increase in utilization-adjusted-TFP normal-

ized to 1% in the long-run and shown in Fig. 2(a). The dynamic adjustment of variables to

an exogenous increase in ZA
it is estimated by means of local projections. Solid lines in Fig.

2 represent point estimates, light (dark) shaded areas represent 90 (68) percent confidence

intervals. The horizontal axis of each panel measures the time after the shock in years and

the vertical axis measures deviations from trend. The response of non-traded hours worked

is re-scaled by the sample average of labor compensation share of non-tradables to express

the variation in LN
it in percentage point of total hours worked.

Effects on hours. Fig. 2(e) reveals that a permanent technology improvement (of

1% in the long-run) significantly lowers hours worked by 0.15% on impact, a magnitude

which is similar to the estimates documented by Gal̀ı and Gambetti [2009] on U.S. data

in the post-1984 period. As shown in the quantitative analysis part, the negative effect

of a technology shock on hours is moderate due to frictions into the movements of inputs

between sectors and because symmetric and asymmetric technology shocks exert opposite

(and thus offsetting) effects on hours. Fig. 2(f) shows that the decline in total hours worked

is concentrated in the non-traded sector in the short-run while the situation is reversed from

t = 4 as labor is reallocated toward the non-traded sector as can be seen in Fig. 2(g). The

deindustrialization trend movement in the long-run is driven by the productivity growth

differential between tradables and non-tradales which averages 1.2% as displayed by Fig.

2(b).

Labor reallocation. As technology improvements are concentrated in the traded sec-
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tor, non-traded industries charge higher prices to compensate for the higher marginal cost,

as can be seen in Fig. 2(h) which shows that the relative price of non-tradables appreci-

ates. Because the demand for non-traded relative to traded goods is little sensitive to the

relative price of non-tradables (see e.g., Mendoza [1992], Stockman and Tesar [1995]), the

non-tradable content of expenditure increases which causes labor to shift toward the non-

traded sector. However, labor reallocation toward the non-traded sector materializes only

in the long-run. As shown later in section 4.2, there are a number of factors which prevents

labor from shifting in the short-run, in particular imperfect substitutability between home-

and foreign-produced traded goods. Because productivity growth is concentrated in traded

industries, the value added share of tradables at constant prices increases permanently by

0.2 ppt of GDP, as displayed by Fig. 2(c), which leads to a depreciation in the terms of

trade as shown in Fig. 2(d). Because home- and foreign-produced traded goods are high

substitutes, as evidence suggests, see e.g., Bajzik et al. [2020], the terms of trade depreci-

ation has a strong expansionary effect on labor demand in the traded sector by increasing

both the domestic and foreign demand components for home-produced traded goods. Be-

sides the terms of trade adjustment, both factors’ mobility costs and technological change

biased toward labor also play a key role as shown later in the quantitative analysis.

Intensive vs. extensive margin. Because the variations in total hours worked can be

driven by changes in hours at the intensive margin (i.e., hours per worker) or at the extensive

margin (i.e., employment) or both, we contrast the adjustment in total hours worked with

the dynamics of hours per worker in Online Appendix K.6. Like Thomet and Wegmuller

[2021] who use a panel of fourteen OECD countries, we find that the movements in the

intensive margin are the dominant channel of adjustment in total hours after an aggregate

technology shock, especially in the short-run, because employment adjusts only gradually.

2.5 Symmetric vs. Asymmetric Technology Shocks across Sectors

We now turn to the decomposition of the responses to a permanent technology improvement

into dynamic effects driven by symmetric (shown in blue lines) and asymmetric (shown in

red lines) technology shocks in Fig. 3. Blue (red) lines represent point estimates after

symmetric (asymmetric) technology shocks, light (dark) shaded areas represent 90 (68)

percent confidence intervals. While both shocks lead to a technology improvement by 1%

in the long-run, see Fig. 3(a), the behavior of technology at a sectoral level is different. As

can be seen in Fig. 3(b), asymmetric technology shocks generate a significant increase (by

2.9% on average) in utilization-adjusted-TFP of tradables relative to non-tradables while

productivity growth is uniformly distributed across sectors after a symmetric technology

shock since the ratio ZH/ZN remains unchanged at all horizons.

Effects of symmetric technology shocks. Importantly, Fig. 3(e) reveals that sym-

metric and asymmetric technology shocks produce distinct effects on labor as hours worked
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decline dramatically (by -0.47% on impact) after symmetric technology shocks while hours

increase (by 0.31% on impact) after asymmetric technology shocks. These opposite effects

are the result of the impact of productivity on sectoral prices. As shown in the blue line in

Fig. 3(c) and Fig. 3(d), both non-traded and traded goods’ prices depreciate after symmet-

ric technology shocks which in turn put downward pressure on wages and exert a negative

impact on labor supply. This negative impact is amplified by the fact that technological

change is biased toward capital in the traded sector as captured by a decline in our measure

of FBTC, see Fig. 3(h). As detailed in Online Appendix E, we adapt the methodology

pioneered by Caselli and Coleman [2006] and Caselli [2016] to construct time series for

utilization-adjusted-FBTC at a sectoral level by using the ratio of labor demand to capital

demand and plugging our estimates for the elasticity of substitution between capital and

labor together with time series for the labor incomes share, the capital labor ratio and the

capital utilization rate.

As can be seen in Fig. 3(f), the decline in total hours worked is mostly driven by the fall

in hours worked in the non-traded sector. Because the elasticity of substitution between

traded and non-traded goods is low (i.e., less than one), the fall in non-traded prices drives

down the share of expenditure spent on non-traded goods which reduces labor demand in

the non-traded sector. By contrast, because home- and foreign-produced traded goods are

high substitutes, the terms of trade depreciation raises the share of home-produced traded

goods and thus further increases the share of tradables. This has an expansionary effect on

labor demand in the traded sector which leads to a shift of labor toward traded industries

as reflected into an increase in the hours worked share of tradables displayed by the blue

line in Fig. 3(g).

Effects of asymmetric technology shocks. Asymmetric technology shocks produce

very distinct effects on labor. Because technology improvements are concentrated in traded

industries, see the red line in Fig. 3(b), asymmetric technology shocks give rise to an excess

supply for home-produced traded goods and an excess demand for non-traded goods. As

shown in Fig. 3(c) (see the dashed red line), the excess demand puts upward pressure on

non-traded goods prices. Because traded and non-traded goods are gross complements, the

appreciation in non-traded prices increases the share of non-tradables which has a positive

impact on non-traded hours worked, as displayed by Fig. 3(f).

The rise in LN is amplified by the shift of labor toward the non-traded sector. As shown

in the red line of Fig. 3(g), the hours worked share of tradables declines dramatically on

impact by 0.1 ppt of total hours worked before recovering gradually. The first four years,

the reallocation of labor toward the non-traded sector accounts for one-third of the rise

in non-traded hours worked. To encourage workers to shift, non-traded firms must pay

higher wages which puts upward pressure on non-traded wages and thus on the aggregate
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Figure 3: Effects on Hours of Asymmetric vs. Symmetric Technology Shocks. Notes: The
solid lines shows the responses to an exogenous increase in utilization-adjusted-aggregate-TFP by 1% in the long-run. Solid blue lines
represent point estimates for symmetric technology shocks while dashed red lines show point estimates after asymmetric technology
shocks between sectors. Light (dark) shaded areas represent 90 (68) percent confidence intervals based on Newey-West standard errors.
Horizontal axes indicate years. Vertical axes measure percentage deviation from trend. Sample: 17 OECD countries, 1970-2017, annual
data.

wage which has a strong expansionary effect on labor supply as shown in Fig. 3(e) (see

the red line). On impact, the rise in total hours worked mostly originates from non-

traded industries and is amplified by the fact that asymmetric technology improvements

are significantly biased toward labor (in the traded sector), as displayed by Fig. 3(h) (see

the red line). The combined effect of the terms of trade depreciation displayed by Fig. 3(d)

and the rise in the labor intensity of traded production prevents traded hours worked from

decreasing.

Do asymmetric technology shocks increase innovation? Asymmetric technology

shocks are technology improvements which are concentrated within traded industries. As

shown in Online Appendix K.5, only these shocks are associated with higher investments

devoted to innovative activity as reflected into a significant and positive increase in the

stock of R&D. In Online Appendix Q.4, we run the regression of utilization-adjusted-TFP

in sector j on the stock of R&D at constant prices in sector j by using cointregation tech-

niques. By applying the Pedroni’s [2000] FMOLS estimator, we find that the elasticity of

traded technology w.r.t. the stock of R&D in the traded sector amounts to 0.238 while it

is virtually zero in the non-traded sector. These evidence thus underlines that technology

improvements which are not uniformly distributed across sectors but instead concentrated

within traded industries capture technological innovation. In this regard, in Online Ap-

pendix K.5, we detect a strong positive cross-country relationship between the share of the

FEV of aggregate technology shocks driven by asymmetric technology improvements and

the ratio of R&D investment to value added in the traded sector. In contrast, symmetric

technology shocks do not increase the stock of R&D significantly and should capture better
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Figure 4: Time-Varying Effects of a Technology Shock. Notes: While the vertical axis of Fig. 4(a) shows
the point estimate (i.e., γ0) for the impact response of hours (Lit) to a 1% permanent increase in utilization-adjusted-aggregate-TFP
obtained from estimating eq. (5) on rolling subs-samples, the horizontal axis shows the end year of the corresponding window. Light
(dark) shaded areas represent 90 (68) percent confidence intervals based on Newey-West standard errors. In Fig. 4(d), we show the
fraction of the (conditional) variance of utilization-adjusted-TFP growth which is attributable to the variance of asymmetric technology
shocks across sectors. In column 2 we show the impact responses estimated on rolling windows (of fixed length of thirty years) of the

relative price of non-tradables (P N
it /P H

it ), see Fig. 4(b), and the terms of trade (P H
it ), see Fig. 4(e), respectively. In column 3, we show

time-varying impact responses of non-traded (LN
it ) and traded (LH

it ) hours worked to an aggregate technology shock, both re-scaled
by the labor compensation share so that the sum response of sectoral hours worked are expressed in percentage point of total hours.
Sample: 17 OECD countries, 1970-2017, annual data.

management practices and improvements in firm’s organization.

2.6 The Time-Varying Response of Hours

Our evidence reveals that a permanent technology improvement has a contractionary effect

on total hours worked on impact in OECD countries. We now investigate whether this

decline has changed over the last fifty years.

The shrinking contractionary effect of technology shocks on hours. To capture

the gradual and continuous change in the response of hours over time, like Cantore et

al. [2017], we re-estimate the effect of a permanent technology improvement on hours by

running the regression eq. (5) on rolling windows of fixed length. We focus on the impact

effect captured by the estimated value γ0 and consider a window of thirty years. More

specifically, we estimate γ0, starting from 1970-1999, repeating the estimation by moving

the starting date by one year until we estimate the response over the last thirty years of

the sample, i.e., over 1988-2017. We have considered windows of alternative length such

as T = 20 and T = 25 and find that all the conclusions hold. As shown in Fig. 4(a),

the decline in hours after a 1% permanent increase in utilization-adjusted aggregate TFP

shrinks over time as total hours worked fall by -0.26% on impact over 1970-1999 and by

-0.11% only over the last thirty years. Online Appendix K.6 shows that the time-increasing

impact response of hours to a technology shock only operates at the intensive margin.

The increasing importance of asymmetric technology shocks. As shown in Fig.

4(d), the shrinking impact labor response is concomitant to the rise in the share of tech-
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nology improvements driven by asymmetric technology shocks. The FEVD computed over

rolling sub-samples reveals that the contribution of asymmetric technology shocks to the

variance of aggregate technology improvements has increased substantially over time from

10% the first thirty years to 40% over the recent period. Column 2 shows further evidence

pointing out the increasing importance of asymmetric technology shocks across sectors. We

plot impact responses of the relative price of non-tradable and the terms of trade to an ag-

gregate technology shock over rolling windows. Because technology improvements are not

uniformly distributed across sectors and instead are concentrated toward traded industries,

a technology shock produces an excess demand for non-traded goods which appreciates the

relative price of non-tradables as displayed by Fig. 4(b). Conversely, an excess supply on

the traded goods market shows up which leads to a depreciation in the terms of trade as

can be seen in Fig. 4(e). As shown in Fig. 4(b), the appreciation in the relative price of

non-tradables tends to be more pronounced while Fig. 4(e) reveals that the terms of trade

depreciate more over time. The greater appreciation in the relative price of non-tradables

and the more pronounced depreciation in the terms of trade suggest that aggregate tech-

nology shocks are increasingly driven by asymmetric technology improvements between

sectors.

The decline in both non-traded and traded hours worked shrinks. By increas-

ing the share of expenditure spent on non-tradables, the appreciation in the relative price

of non-tradables displayed by Fig. 4(b) has a strong expansionary effect on labor demand

in the non-traded sector. By amplifying the appreciation in non-traded goods prices, the

growing variance share of asymmetric technology shocks, as displayed by Fig. 4(d), should

increase the impact response of non-traded hours worked to aggregate technology shocks.

In accordance with this hypothesis, Fig. 4(c) shows that the decline in non-traded hours

worked shrinks over time. However, by giving rise to greater incentives to shift labor toward

the non-traded sector, the greater appreciation in the relative price of non-tradables should

lead to larger negative values for the response of traded hours worked to a technology im-

provement. Fig. 4(f) shows that it is not the case as the decline in traded hours worked also

shrinks over time. Such a finding is driven by two factors. First, as detailed later in section

4.2, the terms of trade depreciation stimulates labor demand in the traded sector which

partly offsets the incentives to shift labor toward the non-traded sector. This factor is not

sufficient on its own to generate the time-increasing impact response of LH . As shown in

section 4.4, it is only once we allow for technological change biased toward labor that the

model can generate the response of traded hours worked displayed by Fig. 4(f).
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3 Open Economy Model with Tradables and Non-Tradables

We consider an open economy with an infinite horizon which is populated by a constant

number of identical households and firms, both having perfect foresight. Like Kehoe and

Ruhl [2009], Bertinelli et al. [2022], Chodorow-Reich et al. [2023], the country is assumed

to be price-taker in international capital markets, and thus faces a given world interest rate,

r?, but is large enough on world good markets to influence the price of its export goods so

that exports are price-elastic. The open economy produces a traded good (denoted by the

superscript H) which can be exported, consumed or invested and also imports consumption

and investment goods (denoted by the superscript F ). The economy produces a non-traded

good, denoted by the superscript N , for domestic absorption only. The foreign good is

chosen as the numeraire. Time is continuous and indexed by t. We provide more details

about the model in Online Appendices N and O.

3.1 Firms

We denote value added in sector j by Y j . Both the traded and non-traded sectors use

physical capital (inclusive of capital utilization chosen by households), denoted by K̃j(t) =

uK,j(t)Kj(t), and labor, Lj , according to a constant returns-to-scale technology described

by a CES production function:

Y j(t) =

[
γj

(
Aj(t)Lj(t)

)σj−1

σj +
(
1− γj

) (
Bj(t)K̃j(t)

)σj−1

σj

] σj

σj−1

, (6)

where 0 < γj < 1 is the weight of labor in the production technology and σj is the elasticity

of substitution between capital and labor in sector j = H,N . We allow for labor- and

capital-augmenting efficiency denoted by Aj(t) and Bj(t). Factor-augmenting productivity

is made up of a symmetric component (across sectors) denoted by the subscript S and an

asymmetric component denoted by the subscript D:

Aj(t) =
(
Aj

S(t)
)η (

Aj
D(t)

)1−η
, Bj(t) =

(
Bj

S(t)
)η (

Bj
D(t)

)1−η
, (7)

where the elasticity of factor-augmenting productivity w.r.t. its symmetric component, de-

noted by η, captures the share of technology improvements which are uniformly distributed

between sectors. Because capital-augmenting productivity has a symmetric and an asym-

metric component, capital technology utilization rate must also have both a symmetric and

asymmetric component, i.e.,

uK,j(t) =
(
uK,j

S (t)
)η (

uK,j
D (t)

)1−η
, (8)

which ensures that symmetric and asymmetric components of TFP are well-defined.

Both sectors are assumed to be perfectly competitive and thus choose capital and labor

services by taking prices P j as given. The movements in capital and labor across sectors
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are subject to frictions which imply that the capital rental cost and the wage rate equal to

Rj(t) and W j(t), respectively, are sector-specific:

P j(t)γj
(
Aj(t)

)σj−1

σj
(
Lj(t)

)− 1

σj
(
Y j(t)

) 1

σj ≡ W j(t), (9a)

P j(t)
(
1− γj

) (
Bj(t)

)σj−1

σj
(
uK,j(t)Kj(t)

)− 1

σj
(
Y j(t)

) 1

σj = Rj(t). (9b)

Demand for inputs can be rewritten in terms of their respective cost in value added; for

labor, we have sj
L(t) = γj

(
Aj(t)/yj(t)

)σj−1

σj where yj(t) = Y j(t)/Lj(t). Applying the same

logic for capital and denoting the ratio of labor to capital income share by Sj(t) ≡ sj
L(t)

1−sj
L(t)

,

we have:

Sj(t) ≡ sj
L(t)

1− sj
L(t)

=
γj

1− γj
FBTCj(t)

(
uK,j(t)Kj(t)

Lj(t)

) 1−σj

σj

, (10)

where FBTCj(t) =
(
Bj(t)/Aj(t)

) 1−σj

σj is utilization-adjusted-FBTC. According to our own

estimates and the evidence documented in the literature, e.g., Chirinko and Mallick [2017],

Oberfield and Raval [2021], capital and labor are gross complements in production, i.e.,

σj < 1. An increase in FBTCj means that technological change is biased toward labor

which has an expansionary on the labor income share sj
L(t) in sector j.

3.2 Technology Frontier

Following Caselli and Coleman [2006] and Caselli [2016], firms within each sector j = H, N

must decide about the split of utilization-adjusted-TFP, Zj(t), between labor- and capital-

augmenting efficiency (i.e., Aj(t) and Bj(t)) along a technology frontier:


γj

Z

(
Aj(t)

)σ
j
Z
−1

σ
j
Z +

(
1− γj

Z

) (
Bj(t)

)σ
j
Z
−1

σ
j
Z




σ
j
Z

σ
j
Z
−1

≤ Zj(t), (11)

where Zj(t) > 0 is the height of the technology frontier, 0 < γj
Z < 1 is the weight of labor

efficiency in utilization-adjusted-TFP and σj
Z > 0 corresponds to the elasticity of substi-

tution between labor- and capital-augmenting productivity. Firms choose a mix of labor

and capital efficiency so as to minimize the unit cost for producing. The unit cost mini-

mization requires that the contribution of labor-augmenting productivity to technological

change in sector j collapses to the LIS, i.e., sj
L = γj

Z

(
Aj(t)
Zj(t)

)σ
j
Z
−1

σ
j
Z (see Online Appendix C).

Inserting this equality into the log-linearized version of the technology frontier (11) shows

that technological change in sector j is a factor-income-share-weighted sum of changes in

factor-augmenting efficiency:

Ẑj(t) = sj
LÂj(t) +

(
1− sj

L

)
B̂j(t). (12)

While the technological frontier imposes a structure on the mapping between the utilization-

adjusted-TFP and factor-augmenting efficiency, as described by (12), it has the advantage
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of ensuring a consistency between the theoretical and the empirical approach where we used

the utilization-adjusted-Solow residual to measure technological change whilst allowing for

technological change to be factor-biased at the same time.

Totally differentiating (7), plugging the outcome into (12) and using the fact that ag-

gregate technology improvement is a weighted average of sectoral technology improvements

(see eq. (2)), shows that utilization-adjusted-aggregate-TFP growth can be decomposed

into a symmetric and an asymmetric component across sectors:

ẐA(t) = ηẐA
S (t) + (1− η) ẐA

D(t), (13)

where ẐA
S (t) = ẐH

S (t) = ẐN
S (t) and ẐA

D(t) = νY,HẐH
D (t) +

(
1− νY,H

)
ẐN

D (t). In the quan-

titative analysis, we will explore the effect of an increase in the asymmetric component

captures by higher values of 1− η.

3.3 Households

At each instant the representative household consumes traded and non-traded goods de-

noted by CT (t) and CN (t), respectively, which are aggregated by means of a CES function:

C(t) =
[
ϕ

1
φ

(
CT (t)

)φ−1
φ + (1− ϕ)

1
φ

(
CN (t)

)φ−1
φ

] φ
φ−1

, (14)

where 0 < ϕ < 1 is the weight of the traded good in the overall consumption bundle and φ

corresponds to the elasticity of substitution between traded goods and non-traded goods.

The traded consumption index CT (t) is defined as a CES aggregator of home-produced

traded goods, CH(t), and foreign-produced traded goods, CF (t):

CT (t) =
[(

ϕH
) 1

ρ
(
CH(t)

) ρ−1
ρ +

(
1− ϕH

) 1
ρ

(
CF (t)

) ρ−1
ρ

] ρ
ρ−1

, (15)

where 0 < ϕH < 1 is the weight of the home-produced traded good and ρ corresponds to

the elasticity of substitution between home- and foreign-produced traded goods.

The representative household supplies labor to the traded and non-traded sectors, de-

noted by LH(t) and LN (t), respectively, which are assumed to be imperfect substitutes (see

e.g., Horvath [2000]):

L(t) =
[
ϑ
−1/εL

L

(
LH(t)

) εL+1

εL + (1− ϑL)−1/εL
(
LN (t)

) εL+1

εL

] εL
εL+1

, (16)

where 0 < ϑL < 1 parametrizes the weight attached to the supply of hours worked in

the traded sector and εL is the elasticity of substitution between sectoral hours worked.

Like labor, we generate imperfect capital mobility by assuming that traded KH(t) and

non-traded KN (t) capital stock are imperfect substitutes:

K(t) =
[
ϑ
−1/εK

K

(
KH(t)

) εK+1

εK + (1− ϑK)−1/εK
(
KN (t)

) εK+1

ε

] εK
εK+1

, (17)
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where 0 < ϑK < 1 is the weight of capital supply to the traded sector in the aggregate

capital index K(.) and εK measures the ease with which sectoral capital can be substituted

for each other and thereby captures the degree of capital mobility across sectors.

The representative agent is endowed with one unit of time, supplies a fraction L(t) as

labor, and consumes the remainder 1 − L(t) as leisure. Denoting the time discount rate

by β > 0, at any instant of time, households derive utility from their consumption and

experience disutility from working and maximize the following objective function:

U =
∫ ∞

0
Λ (C(t), L(t)) e−βtdt, (18)

where we consider the utility specification proposed by Shimer [2009]:

Λ (C, L) ≡ C1−σV (L)σ − 1
1− σ

, if σ 6= 1, V (L) ≡
(

1 + (σ − 1) γ
σL

1 + σL
L

1+σL
σL

)
. (19)

These preferences are characterized by two crucial parameters: σL is the Frisch elasticity of

labor supply, and σ > 0 determines the substitutability between consumption and leisure;

if σ > 1, the marginal utility of consumption is increasing in hours worked. The inverse of

σ collapses to the intertemporal elasticity of substitution for consumption. When we let σ

equal to one, the felicity function is additively separable in consumption and labor,

Households supply labor L(t) and capital services K(t) and, in exchange, receive an

aggregate wage rate W (t) and an aggregate capital rental rate RK(t). Households choose

the level of capital utilization in sector j, which includes both a symmetric and an asym-

metric component, i.e., uK,j
S (t) and uK,j

D (t) (see eq. (8)). Both components of the capital

utilization rate collapse to one at the steady-state. The capital utilization adjustment costs

are assumed to be an increasing and convex function of the capital utilization rate uK,j
c (t):

CK,j
c (t) = ξj

1,c

(
uK,j

c (t)− 1
)

+
ξj
2,c

2
(
uK,j

c (t)− 1
)2

, c = S, D, j = H,N, (20)

where the subscript c = S (c = D) refers to the symmetric (asymmetric) component and

ξj
2,c > 0 is a free parameter; letting ξj

2,c →∞ implies that uK,j
c is fixed at unity.

Households can accumulate internationally traded bonds (expressed in foreign good

units), N(t), that yield net interest rate earnings of r?N(t). Denoting lump-sum taxes by

T (t), the household’s flow budget constraint states that real disposable income can be saved

by accumulating traded bonds, Ṅ(t), can be consumed, PC(t)C(t), invested, PJ(t)J(t), or

cover capital utilization adjustment costs:

Ṅ(t) +PC(t)C(t) + PJ(t)J(t) +
∑

j=H,N

P j(t)
(
CK,j

S (t) + CK,j
D (t)

)
νK,j(t)K(t)

= r?N(t) + W (t)L(t) + RK(t)K(t)
∑

j=H,N

αj
K(t)

(
uK,j

S (t)
)η (

uK,j
D (t)

)1−η
− T (t), (21)

where we denote the share of sectoral capital in the aggregate capital stock by νK,j(t) =

Kj(t)/K(t) and the capital compensation share in sector j = H, N by αj
K(t) = Rj(t)Kj(t)

RK(t)K(t)
.
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The investment good is (costlessly) produced using inputs of the traded good and the

non-traded good by means of a CES technology:

J(t) =
[
ϕ

1
φJ
J

(
JT (t)

)φJ−1

φJ + (1− ϕJ)
1

φJ

(
JN (t)

)φJ−1

φJ

] φJ
φJ−1

, (22)

where 0 < ϕJ < 1 is the weight of the investment traded input and φJ corresponds to

the elasticity of substitution between investment traded goods and investment non-traded

goods. The index JT (t) is defined as a CES aggregator of home-produced traded inputs,

JH(t), and foreign-produced traded inputs, JF (t):

JT (t) =
[(

ιH
) 1

ρJ
(
JH(t)

) ρJ−1

ρJ +
(
1− ιH

) 1
ρJ

(
JF (t)

) ρJ−1

ρJ

] ρJ
ρJ−1

, (23)

where 0 < ιH < 1 is the weight of the home-produced traded input and ρJ corresponds to

the elasticity of substitution between home- and foreign-produced traded inputs.

Installation of new investment goods involves convex costs, assumed to be quadratic.

Thus, total investment J(t) differs from effectively installed new capital:

J(t) = I(t) +
κ

2

(
I(t)
K(t)

− δK

)2

K(t), (24)

where the parameter κ > 0 governs the magnitude of adjustment costs to capital accumu-

lation. Denoting the fixed capital depreciation rate by 0 ≤ δK < 1, aggregate investment,

I(t), gives rise to capital accumulation according to the dynamic equation:

K̇(t) = I(t)− δKK(t). (25)

Households choose consumption, worked hours, capital utilization rates, investment in

physical capital and traded bonds by maximizing lifetime utility (18) subject to (21) and

(25). Denoting by λ and Q′ the co-state variables associated with the budget constraint and

law of motion of physical capital, the first-order conditions characterizing the representative

household’s optimal plans are:

C(t)−σV (t)σ = PC(t)λ(t), (26a)

C(t)1−σV (t)σγL(t)
1

σL = λ(t)W (t), (26b)

Q(t) = PJ(t)
[
1 + κ

(
I(t)
K(t)

− δK

)]
, (26c)

λ̇(t) = λ (β − r?) , (26d)

Q̇(t) = (r? + δK) Q(t)−
{ ∑

j=H,N

αj
K(t)uK,j(t)RK(t)

−
∑

j=H,N

P j(t)
(
CK,j

S (t) + CK,j
D (t)

)
νK,j(t)− PJ(t)

∂J(t)
∂K(t)

}
, (26e)

Rj(t)
P j(t)

η
uK,j(t)

uK,j
S (t)

= ξj
1,S + ξj

2,S

(
uK,j

S (t)− 1
)

, j = H, N, (26f)

Rj(t)
P j(t)

(1− η)
uK,j(t)

uK,j
D (t)

= ξj
1,D + ξj

2,D

(
uK,j

D (t)− 1
)

, j = H, N, (26g)
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and the transversality conditions limt→∞ λ̄N(t)e−βt = 0 and limt→∞Q(t)K(t)e−βt = 0. To

derive (26c) and (26e), we used the fact that Q(t) = Q′(t)/λ(t). We impose β = r? in

order to generate an interior solution which implies that when new information about a

shock arrives, λ jumps to fulfill the intertemporal solvency condition and remains constant

afterwards.

Once households have chosen consumption, they allocate optimally a share 1 − αC of

their consumption expenditure to non-traded goods:

1− αC(t) =
PN (t)CN (t)
PC(t)C(t)

= (1− ϕ)
(

PN (t)
PC(t)

)1−φ

. (27)

According to eq. (27), as long as φ < 1, as evidence suggests, a depreciation in non-traded

goods prices PN (t) drives down the share of expenditure allocated to non-traded goods

while an appreciation in PN (t) increases 1− αC . This assumption ensures that symmetric

technology shocks have a negative impact on LN (t) while asymmetric technology improve-

ments have a strong expansionary effect on non-traded hours worked, in accordance with

our empirical findings. However, the assumption φ < 1 alone without frictions into the

movements of inputs leads the model to considerably overstate the shift of productive re-

sources to the non-traded sector. To generate the reallocation of productive we estimate

empirically, especially labor, we allow for capital adjustment costs which mitigate the in-

vestment boom in the non-traded sector (and thus the shift of labor toward this sector)

following a technology shock. The second source of frictions originates from labor and

capital mobility costs across sectors as captured by 0 < εL < ∞ and 0 < εK < ∞:

LN/L = (1− ϑL)
(
WN/W

)εL
KN/K = (1− ϑK)

(
RN/RK

)εK
, (28)

where mobility costs are larger when εL and εK take lower values.

The third source of frictions comes from home bias in the domestic traded good. This

assumption implies that the rise in imports is mitigated following a technology improvement

compared with a situation where home- and foreign-produced traded goods would be perfect

substitutes. The mechanism rests on the terms of trade depreciation caused by the technol-

ogy shock which leads households to substitute home- for foreign-produced traded goods.

For the terms of trade to depreciate, the price-elasticity of the demand for home-produced

traded goods must be larger than one. A sufficient condition for this is ρ > 1
αH where αH

is the home content of consumption expenditure in traded goods. Home bias ensures that

this condition can be fulfilled for values of ρ falling in the range of empirical estimates.

Because the demand for home-produced traded goods has also a foreign component (i.e.,

exports), the condition is less stringent, i.e., φX + αHρ > 1 where φX is the price-elasticity

of exports.7 This condition ensures that the terms of trade depreciate whether technology
7This condition is derived by abstracting from physical capital otherwise the model would be analytically

untractable. Since we are interested in impact effects and capital is a state variable which remains unchanged
on impact, abstracting from physical capital serves our purpose. Analytical derivations are available from
the authors upon request.
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improves at the same rate across sectors, i.e., ẐH(t) = ẐN (t), or is concentrated within

traded industries, i.e., ẐH(t) > ẐN (t). Intuitively, when (domestic and/or foreign) demand

for home-produced traded goods is elastic enough w.r.t. the terms of trade, it is optimal

for traded firms to lower prices to sell additional units of the home-produced traded good

because the decline in PH is covered by the fall in the marginal cost. By stimulating the

demand for home-produced traded goods, the terms of trade depreciation amplifies the rise

in the share of tradables (i.e., αC takes higher values) when technology improves at the

same rate in both sectors, or mitigates the decline in αC when technology improvements

are concentrated within traded industries. The terms of trade depreciation thus either am-

plifies the labor inflow in the traded sector or mitigates the labor outflow experienced by

traded industries.

3.4 Model Closure and Equilibrium

The government finances public spending, G, on non-traded goods, GN , home- and foreign-

produced traded goods, GH and GF , by raising lump-sum taxes, T , i.e., G(t) ≡ PN (t)GN (t)+

PH(t)GH(t) + GF (t) = T (t), where we assume without loss of generality that the govern-

ment budget is balanced at each instant.

Market clearing conditions and the current account. To fully describe the equi-

librium, denoting exports of home-produced goods by XH , we impose goods market clearing

conditions for non-traded and home-produced traded goods:

Y N (t) = CN (t) + JN (t) + GN (t) +
(
CK,N

S (t) + CK,N
D (t)

)
KN (t), (29a)

Y H(t) = CH(t) + JH(t) + GH(t) + XH(t) +
(
CK,H

S (t) + CK,H
D (t)

)
KH(t), (29b)

where exports are assumed to be a decreasing function of the terms of trade, PH :

XH(t) = ϕX

(
PH(t)

)−φX
, (30)

where ϕX > 0 is a scaling parameter and φX is the price-elasticity of exports. Using

the properties of constant returns to scale in production, PC(t)C(t) =
∑

g P g(t)Cg(t) and

PJ(t)J(t) =
∑

g P g(t)Jg(t) (with g = F,H, N), and market clearing conditions (29), the

current account equation (21) can be rewritten as a function of the trade balance:

Ṅ(t) = r?N(t) + PH(t)XH(t)−MF (t), (31)

where MF (t) = CF (t) + GF (t) + JF (t) stands for imports.

Setting the dynamics of factor-augmenting productivity. We drop the time

index below to denote steady-state values. Eq. (12) shows that technology improve-

ments are driven by the dynamics of labor- and capital-augmenting efficiency, i.e., Ẑj(t) =

sj
LÂj(t) +

(
1− sj

L

)
B̂j(t). In the same spirit as Gaĺı [1999], we abstract from trend growth
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and consider a technology shock that increases permanently utilization-adjusted-TFP.8 Be-

cause we want to assess the ability of the model to reproduce the response of hours we

estimate empirically, we generate the same technology adjustment we get after a per-

manent increase in utilization-adjusted-TFP of 1% in the long-run. Since we consider

symmetric and asymmetric technology shocks, we have to set the dynamics of labor- and

capital-augmenting efficiency for both shocks. Denoting the factor-augmenting efficiency

by Xj
c = Aj

c, B
j
c for symmetric (c = S) and asymmetric technology shocks (c = D), re-

spectively, the adjustment of Xj
c (t) toward its long-run level Xj

c expressed in percentage

deviation from initial steady-state is governed by the following continuous time process:

X̂j
c (t) = X̂j

c + e−ξj
X,ct − (

1− xj
c

)
e−χj

X,ct, Xj
c = Aj

c, B
j
c , c = S,D, j = H, N, (32)

where xj
c = X̂j

c (0) − X̂j
c , and both parameters ξj

X,c > 0 and χj
X,c > 0 measure the speed

at which productivity closes the gap with its long-run level. When ξj
X,c 6= χj

X,c (with

c = S,D), the above law of motion allows us to generate a hump-shaped adjustment of

factor-augmenting productivity in accordance with the non-monotonic adjustment found

in the data. Letting time tend toward infinity into (32) leads to X̂j
c (∞) = X̂j

c where

X̂j
c is the steady-state (permanent) change in factor-augmenting efficiency in percentage.

Inserting (32) into the log-linearized version of the technology frontier allows us to recover

the dynamics of utilization-adjusted-TFP in sector j, i.e., Ẑj
c (t) = sj

LÂj
c(t)+

(
1− sj

L

)
B̂j

c(t),

which converges toward its new higher steady-state level.

Solving the model. The adjustment of the open economy toward the steady state

is described by a dynamic system which comprises two equations that are functions of K(t),

Q(t), and the vector of factor-augmenting productivity VS(t) =
(
AH

S (t), BH
S (t), AN

S (t), BN
S (t)

)

and VD(t) =
(
AH

D(t), BH
D (t), AN

D(t), BN
D (t)

)
:

K̇(t) = Υ (K(t), Q(t), VS(t), VD(t)) , Q̇(t) = Σ (K(t), Q(t), VS(t), VD(t)) . (33)

Linearizing the dynamic equations (33) in the neighborhood of the steady-state and in-

serting the law of motion of symmetric and asymmetric components of factor-augmenting

efficiency (32) leads to a system of first-order linear differential equations which can be

solved by applying standard methods. See Online Appendix P which details the solution

method by Buiter [1984] for continuous time models adapted to our case.
8We assume that the economy starts from an initial steady-state and is hit by a permanent technology

improvement like in the empirical part where we estimate the deviation of hours relative to its initial
steady-state following a permanent increase in utilization-adjusted-TFP. In the same spirit as Gaĺı [1999],
the accumulation of permanent technology shocks gives rise to a unit root in the time series for utilization-
adjusted-aggregate-TFP, an assumption we use implicitly to identify a permanent technology shock in the
empirical part. We do not characterize the convergence of the economy toward a balanced growth path
which is supposed to exist, in line with the theoretical findings by Kehoe et al. [2018] who let the labor
intensity of production vary across sectors.
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4 Quantitative Analysis

In this section, we take the model to the data. For this purpose we solve the model

numerically.9 Therefore, first we discuss parameter values before turning to the effects of

symmetric and asymmetric technology shocks across sectors and contrasting them with

responses estimated empirically after technology shocks.

4.1 Calibration

Calibration strategy. At the steady-state, capital utilization rates, uK,j , collapse to one

so that K̃j = Kj . We consider an initial steady-state with Hicks-neutral technological

change and normalize Aj = Bj = Zj to 1. To ensure that the initial steady-state with

CES production functions is invariant when σj is changed, we normalize CES production

functions by choosing the initial steady-state in a model with Cobb-Douglas production

functions as the normalization point. Once we have calibrated the initial steady-state

with Cobb-Douglas production functions, we assign values to σj in accordance with our

estimates and the CES economy is endogenously calibrated to reproduce the ratios of the

Cobb-Douglas economy.

To calibrate the reference model that we use to normalize the CES economy, we have

estimated a set of ratios and parameters for the seventeen OECD economies in our dataset,

see Table 9 relegated to Online Appendix I.1. Our reference period for the calibration is

1970-2017. Because we calibrate the reference model to a representative OECD economy,

we take unweighted average values of ratios and parameters which are summarized in Table

1. Among the 25 parameters that the model contains, 13 have empirical counterparts while

the remaining 12 parameters plus initial conditions must be endogenously calibrated to

match ratios.

Twelve parameters plus initial conditions must be set to target ratios. Param-

eters including ϕ, ι, ϕH , ιH , ϑL, ϑK , δK , G, GN , GH must be set to target a tradable content

of consumption and investment expenditure of αC = 43% and αJ = 32%, respectively, a

home content of consumption and investment expenditure in tradables of αH = 66% and

αH
J = 42%, respectively, a weight of labor supply and capital supply to the traded sector

of LH/L = 36%, KH/K = 39%, respectively, an investment-to-GDP ratio of ωJ = 23%,

a ratio of government spending to GDP of ωG = 20% (= G/Y ), a tradable and home-

tradable share of government spending of ωGT = 16% (= 1− (PNGN/G)), and ωGH = 12%

(= PHGH/G), and we choose initial conditions so as trade is balanced. Because uK,j = 1

at the steady-state, two parameters related to adjustment cost functions of capital utiliza-

tion, i.e., ξH
1 and ξN

1 , are set to be equal to real capital rental rates in the traded and the

9Technically, the assumption β = r? requires the joint determination of the transition and the steady
state since the constancy of the marginal utility of wealth implies that the intertemporal solvency condition
depends on eigenvalues’ and eigenvectors’ elements, see e.g., Turnovsky [1997].
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non-traded sector, i.e., RH/PH and RN/PN , respectively.

Six parameters are assigned values which are taken directly or estimated

from our own data. We choose the model period to be one year. In accordance with the

last column of Table 1, the world interest rate, r?, which is equal to the subjective time

discount rate, β, is set to 2.7%. In line with mean values shown in columns 11 and 12 of

Table 1, the shares of labor income in traded and non-traded value added, sH
L and sN

L , are

set to 0.63 and 0.69, respectively, which leads to an aggregate LIS of 66%.

We have estimated empirically the degree of labor mobility between sectors, εL, for one

country at a time. As shown in Online Appendix I.2 where we derive a structural equation,

we pin down εL by running the regression in panel format on annual data of the percentage

change in the hours worked share of sector j on the percentage change in the relative share

of value added paid to labor in sector j over 1970-2017. The degree of labor mobility across

sectors is set to 0.8, in line with the average of our estimates (see column 17 of Table 1). It

is worth mentioning that this value is close to the value of 1 estimated by Horvath [2000]

on U.S. data over 1948-1985 and commonly chosen in the literature allowing for imperfect

mobility of labor. We have also estimated the degree of mobility of capital across sectors

by running the regression of the percentage change in Kj
it/Kit on the percentage change in

the relative share of value added paid to capital in sector j over 1970-2017. We choose a

degree of capital mobility across sectors of 0.15, in line with the average of our estimates

(see column 18 of Table 1).

To pin down the elasticity of substitution between traded and non-traded consump-

tion goods φ, we use the optimal allocation of consumption expenditure between CT and

CN (see eq. (26g)) and run the regression of the logged share of non-tradables on logged

PN (t)/PC(t). Time series for 1−αC(t) are constructed by using the market clearing condi-

tion for non-tradables. Building on our panel data estimates, the elasticity of substitution

φ between traded and non-traded goods is set to 0.35 (see column 13 of Table 1), since

this value corresponds to our panel data estimates, see Online Appendix I.4. It is worth

mentioning that our value is close to the estimated elasticity by Stockman and Tesar [1995]

who report a value of 0.44 by using cross-section data for the year 1975.

Seven parameters are taken from external research works. As pointed out

recently by Best et al. [2020], there exists no consensus on a reasonable value for the

intertemporal elasticity of substitution for consumption as estimates in the literature range

between 0 and 2. We choose a value of σ = 2 which implies that consumption and leisure

are substitutes and the intertemporal elasticity of substitution for consumption is equal to

0.5. In line with the estimates recently documented by Peterman [2016], we set the Frisch

elasticity of labor supply σL to 3. We choose the value of parameter κ which captures

the magnitude of capital adjustment costs so that the elasticity of I/K with respect to
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Table 1: Data to Calibrate the Two-Sector Open Economy Model

Tradable share Home share Labor Share

GDP Cons. Inv. Gov. Labor Capital XH CH IH GH LISH LISN

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
0.36 0.43 0.32 0.20 0.36 0.39 0.13 0.66 0.42 0.12 0.63 0.69

Elasticities Aggregate ratios

φ ρ ρJ φX εL εK σH σN LIS I/Y G/Y r
(13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24)
0.35 1.30 1.30 1.30 0.80 0.15 0.81 0.86 0.66 0.23 0.20 0.027

Notes: Columns 1-5 show the GDP share of tradables, the tradable content of consumption, investment and government expenditure, the tradable
content of hours. Column 6 gives the ratio of exports of final goods and services to GDP; columns 7 and 8 show the home share of consumption
and investment expenditure in tradables and column 9 shows the content of government spending in home-produced traded goods; φ is the elasticity
of substitution between traded and non-traded goods in consumption; estimates of the elasticity of substitution between home- and foreign-produced
traded goods ρ (with ρ = ρJ = φX ) is taken from Bertinelli et al. [2022]; εL is the elasticity of labor supply across sectors; εK is the elasticity of

capital supply across sectors; σj is the elasticity of substitution between capital and labor in sector j = H, N; LISj stands for the labor income share
in sector j = H, N while LIS refers to the aggregate LIS; I/Y is the investment-to-GDP ratio and G/Y is government spending as a share of GDP. The
real interest rate is the real long-term interest rate calculated as the nominal interest rate on 10 years government bonds minus the rate of inflation
which is the rate of change of the Consumption Price Index.

Tobin’s q, i.e., Q/PJ , is equal to the value implied by estimates in Eberly et al. [2008]. The

resulting value of κ is equal to 17.

In line with the empirical findings documented by Bems [2008] who finds that the

non-tradable content of investment expenditure is stable in OECD countries, we set the

elasticity of substitution, φJ , between JT and JN to 1. We set the elasticity of substitution

in consumption (investment), ρ (ρJ), between home- and foreign-produced traded goods

(inputs) to 1.3 (see columns 14-15 of Table 1) which fits estimates by Bertinelli et al. [2022]

who find a value of 1.3 for ρ = ρJ for OECD countries which is close to the value of 1.5

chosen by Backus et al. [1994]. Assuming that all countries have the same elasticities,

since the price elasticity of exports is a weighted average of ρ and ρJ , we set φX = 1.3 (see

column 16 of Table 1). A value larger than one is in line with the structural estimates of

the price elasticities of aggregate exports documented by Imbs and Mejean [2015].

Calibrating the CES economy. To calibrate the CES economy, we proceed as

follows. First, we choose the same values for the thirteen parameters which have empirical

counterparts as above, except for the labor income shares which are now endogenously

calibrated. Thus in addition to σ, σL, κ, φJ , ρ, ρJ , φX , r?, εL, εK , φ, we have to choose

values for the elasticity of substitution between capital and labor for tradables and non-

tradables, σH and σN . We estimate σH and σN over 1970-2017 on panel data so as to have

consistent estimates in accordance with our classification of industries as tradables and

non-tradables and sample composition. In line with our panel data estimates, we choose

σH = 0.81 and σN = 0.86 (see columns 19 and 20 of Table 1).

Given the set of elasticities above, the remaining parameters are set so as to maintain

the steady-state of the CES economy equal to the normalization point. Therefore, we

calibrate the model with CES production functions so that sixteen parameters ϕ, ι, ϕH ,

ιH , ϑL, ϑK , δK , G, GN , GH , N0, K0, ZH , ZN , γH , γN are endogenously set to target

1 − ᾱC , 1 − ᾱJ , ᾱH , ᾱH
J , L̄N/L̄, K̄N/K̄, ω̄J , ω̄G, ω̄GN , ω̄GH , ῡNX , K̄, ȳH , ȳN , s̄H

L = θH ,

s̄N
L = θN , respectively, where a bar indicates that the ratio is obtained from the Cobb-
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Douglas economy. In addition, we have to set the dynamic processes of factor-augmenting-

efficiency and capital utilization rates.

Share η of symmetric technology shocks across sectors. Before setting the

dynamic processes of symmetric and asymmetric technology shocks, we have to calibrate

the share η of symmetric technology shocks across sectors. By using the fact that the

adjustment in utilization-adjusted-aggregate-TFP, ẐA(t), following an aggregate technology

shock must collapse to its adjustment driven by symmetric and asymmetric technology

shocks, we choose the value of η minimizing the discrepancy between these two adjustments.

We find a value of η = 0.6, see Online Appendix I.6 for more details.

Factor-augmenting efficiency. To set the symmetric and asymmetric components

of the adjustment in factor-augmenting efficiency described by eq. (32), we first recover

their dynamics in the data by adopting a wedge analysis, in the same spirit as Caselli and

Coleman [2006]. As detailed in Online Appendix E.2, the log-linearized versions of labor

(relative to capital) demand (10) and of the technology frontier (12) can be solved for

deviations of Aj
c(t) and Bj

c(t) relative to their initial values. We plug estimated values for

σj and empirically estimated responses for sj
L(t), kj(t), uK,j

c (t) to derive the dynamics of

Aj
c(t) and Bj

c(t). Then, we choose parameters xj
c, ξj

X,c, χj
X,c in eq. (32) so as to reproduce

the dynamics of Aj
c(t) and Bj

c(t) we estimate empirically.

Capital utilization adjustment costs. We set the magnitude of the adjustment cost

in the capital utilization rate, i.e., ξj
2,c, in eqs. (26f)-(26g), so as to account for empirical

responses of uK,j
S (t) and uK,j

D (t), respectively, conditional on symmetric and asymmetric

technology shocks across sectors.

4.2 Decomposition of Model’s Performance

In this subsection, we analyze the role of the model’s ingredients in driving the effects of

a permanent technology improvement on hours. We show that the ability of the model to

generate the decline in hours (on impact) by 0.15% we estimate empirically depends on the

two-sector dimension and the open economy aspect of the setup.

Our baseline model includes four sets of elements. The first set is related to the biased-

ness of technology improvements toward traded industries together with the gross comple-

mentarity between traded and non-traded goods (i.e., φ < 1). The second set of elements

is related to barriers to factors’ mobility which include labor mobility costs and costs of

switching capital from one sector to another (i.e., 0 < εL < ∞ and 0 < εK < ∞). The

third set of factors is related to trade openness, as reflected into imperfect substitutabil-

ity between home- and foreign-produced traded goods (i.e., 0 < ρ < ∞, 0 < ρJ < ∞,

0 < φX < ∞) which influences the extent of foreign borrowing. The fourth set of elements

is related to an endogenous intensity in the use of physical capital (i.e., 0 < ξj
2,c < ∞), and
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technology improvements which are factor-biased at a sector level (i.e., Âj
c(t) 6= B̂j

c(t)).

To understand (and quantify) the role of each element, we first consider the simplest

version of our model and add one ingredient at a time. This restricted version shown in

column 7 of Table 2 collapses to the international RBC model by Fernández de Córdoba

and Kehoe [2000] (FK henceforth) who consider a small open economy setup with tradables

and non-tradables together with capital adjustment costs. In column 6, we allow for both

labor and capital mobility costs across sectors. In column 5, we assume that home- and

foreign-produced traded goods are imperfect substitutes. In column 2, we allow for CES

production functions, FBTC and endogenous capital utilization. This model collapses to

our baseline setup. We will discuss later the effects of symmetric and asymmetric technology

shocks which are displayed by columns 3 and 4.

Table 2 reports the impact effect of selected variables, including total hours worked,

L(t), traded and non-traded hours worked, LH(t) and LN (t), the hours worked share of

tradables, νL,H(t), the relative price of non-tradables and the terms of trade, P (t) and

PH(t). To further illustrate the transmission mechanism, we also show the adjustment

in the real value added share of tradables, dνY,H(t), and the value added share of non-

tradables at current prices, dωY,N (t). For comparison purposes, the first column displays

the impact response of the corresponding variable which is estimated empirically by means

of local projections which should be contrasted with the responses computed numerically

shown in columns 2,5,6,7.

While we normalize the technology improvement to 1% in the long-run, panel A of

Table 2 shows the adjustment of aggregate, traded and non-traded utilization-adjusted-

TFP on impact. As shown in columns 2, 5, 6, 7, all model variants generate an increase in

utilization-adjusted-aggregate-TFP by 0.94% on impact in line with the evidence and give

rise to a technology improvement in tradables and non-tradables of 1.66% and 0.56% close

to our estimates.

First ingredient: Barriers to factors’ mobility. In column 7 of Table 2, we report

results from a restricted version of the baseline model where we consider a two-sector small

open economy model with capital adjustment costs which collapses to the FK model. In

this model’s version, home- and foreign-produced traded goods are perfect substitutes so

that terms of trade are exogenous (and constant over time). Labor and capital can move

freely across sectors. Production functions are Cobb-Douglas so that technological change

is Hicks-neutral. We also abstract from endogenous capital utilization rates.

Contrasting the model’s predictions shown in column 7 with empirically estimated values

reported in column 1, the restricted version of the model substantially overstates the decline

in total hours worked. Intuitively, as long as home- and foreign-produced goods are perfect

substitutes, it is optimal to import traded goods and reallocate labor (and capital) toward
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Table 2: Impact Effects of a Technology Improvement on Hours

Data CES: FBTC and uK CD: IM & TOT CD: IML & IMK CD: PM

LP AGG SYM ASYM AGG AGG AGG

(1) (2) (3) (4) (5) (6) (7)

A.Technology

Aggregate technology, dZA(t) 0.93 0.94 1.19 0.58 0.95 0.95 0.95

T technology, dZH(t) 1.53 1.66 1.06 2.57 1.66 1.66 1.66

N technology, dZN (t) 0.55 0.56 1.26 -0.50 0.56 0.56 0.56

T capital utilization, duK,H(t) -0.24 -0.11 0.09 -1.81 0.00 0.00 0.00

N capital utilization, duK,N (t) 0.12 0.03 0.11 0.00 0.00 0.00 0.00

B.Hours

Hours, dL(t) -0.15 -0.07 -0.40 0.28 -0.26 -0.42 -0.70

Traded Hours, dLH(t) -0.04 -0.03 -0.11 -0.02 -0.15 -0.28 -0.57

Non-Traded Hours, dLN (t) -0.11 -0.05 -0.30 0.29 -0.12 -0.14 -0.13

Hours Share of Tradables, dνL,H(t) 0.01 -0.00 0.03 -0.11 -0.06 -0.14 -0.33

C.Relative Prices

Relative price of N, d(P N/P H)(t) 1.05 1.63 -0.43 4.69 1.56 2.11 1.15

Terms of trade, dP H(t) -1.15 -1.09 -0.44 -1.99 -0.93 0.00 0.00

D.VA Shares

VA share of T (constant prices) dνY,H(t) 0.18 0.23 -0.02 0.47 0.22 0.14 -0.08

VA share of N (current prices) dωY,N (t) 0.05 0.13 -0.07 0.57 0.13 0.34 0.34
Notes: This table shows impact effects of a 1% permanent increase in utilization-adjusted-aggregate-TFP in the baseline model (columns 2-4) and in

restricted versions of the model (columns 5-7). ’T’ refers to traded industries while ’N’ refers to non-tradables. Panel A shows the impact effects for

technology variables, panel B displays the impact effects on hours, panel C shows the relative price effects, panel D displays the impact responses of the

value added share of tradables (at constant prices) and the value added share of non-tradables (at current prices). In column 1, we show impact responses

of corresponding variables that we estimate empirically by means of local projections. Columns 2, 5, 6, 7 show impact effects we estimate numerically.

Column 3 shows numerical results following a symmetric technology shock across sectors which increases utilization-adjusted-aggregate-TFP by 1% in the

long-run. Column 4 shows numerical results following an asymmetric technology shock across sectors which increases utilization-adjusted-aggregate-TFP

by 1% in the long-run. Column 7 shows numerical results for an open economy model with tradables and non-tradables with capital adjustment costs,

perfect mobility of labor and capital, perfect substitutability between home- and foreign-produced traded goods. In column 6, we augment the previous

model with imperfect mobility of labor and capital. In column 5, we augment the previous model with imperfect substitutability between home- and

foreign-produced traded goods so that terms of trade are endogenous. In columns 2-4, we consider the baseline model which allows for endogenous capital

utilization rate, CES production functions and FBTC.

the non-traded sector. Because labor and capital are not subject to mobility costs, the

hours worked share of tradables falls dramatically by -0.33 percentage point of total hours

worked, thus leading the restricted model to generate a decline in traded hours worked by

-0.57 ppt of total hours worked while we empirically find a fall by -0.04 ppt only. The

corollary of the shift of resources toward the non-traded sector and the surge of imports

is that the open economy runs a large current account deficit. Under these assumptions,

households find it optimal to lower hours worked (see the first line of panel B) by -0.7%

which considerably overstates the decline estimated in the data (i.e., -0.15%).

In column 6, we consider the same model as in column 7 except that we allow for both

labor and capital mobility costs. The frictions into the movements of factors substantially

mitigate the shift of productive resources toward the non-traded sector. In particular,

as shown in the last line of panel B, the decline in the hours worked share of tradables

shrinks from -0.33 ppt of total hours worked (column 7) to -0.14 ppt (column 6). Because

less productive resources move toward the non-traded sector, households must give up a

significant share of the rise in leisure, thus resulting in a shrinking decline in total hours

worked to meet the demand for non-traded goods. The fall in hours by -0.42% is still too

large compared with what we estimate empirically (i.e., -0.15%).

Second ingredient: Imperfect substitutability between home- and foreign-
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produced traded goods. As shown in column 5, the ability of the model to account

for the evidence improves once we allow for imperfect substitutability between home- and

foreign-produced traded goods. More specifically, as households are getting more reluctant

to substitute imported goods for domestic goods, there is a shift of demand toward home-

produced traded goods. The reallocation of labor toward non-traded industries further

shrinks from -0.14 ppt to -0.06 ppt of total hours worked (see the fourth row of panel

B). Therefore traded hours worked fall less because as shown in the second row of panel

C, the terms of trade depreciate by -1.15% (close to what we estimate empirically) which

stimulates the demand for home-produced traded goods. Imports increase less which results

in a smaller current account deficit. Because the economy must meet the demand for home-

produced traded goods, the fall in labor supply further shrinks from -0.42% to -0.26%.

Third ingredient: Factor-biased technological change. The model’s predictions

square well with our evidence once we let technological change to be factor-biased and allow

for an endogenous use of capital. As shown in panel B, labor no longer shifts toward the

non-traded sector (see the fourth row) while the decline in total hours worked is much less

pronounced than in restricted versions of the model. Intuitively, once we let sectoral goods

to be produced by means of CES production functions and because technological change is

biased toward labor in the traded sector, traded production becomes more labor intensive

which prevents labor from shifting toward non-traded industries and thus mitigates the

decline in traded hours worked. The baseline model generates a fall in LH(t) by -0.03 ppt

of total hours worked close to what we estimate empirically (i.e., -0.04 ppt). Although our

model slightly understates the fall in total hours (-0.07% vs. -0.15% in the data) because

it understates the decline in non-traded hours on impact, the model reproduces well the

dynamics of hours worked as shown later.

Fourth ingredient: mix of symmetric and asymmetric technology shocks. So

far, we have seen that the model must include frictions into the movement of inputs across

sectors to account for the labor effects of a permanent technology improvement. We now

highlight the necessity to consider a mix of symmetric and asymmetric technology shocks.

To stress this aspect, columns 3 and 4 of Table 2 show the impact effects of symmetric and

asymmetric technology shocks separately.10

We first focus on the effects of a symmetric technology shock displayed by column

3. As shown in panel A, technology improvements are uniformly distributed between the

traded and the non-traded sector. As can be seen in the first row of panel B, a symmetric

technology shock generates a decline in hours worked by -0.40% close to what we estimate

empirically (-0.47% in the data). Intuitively, a symmetric technology shock across sectors

lowers the marginal cost in both sectors which leads both traded and non-traded firms to
10Relegated to Online Appendix J for reasons of space, we show impact responses computed numerically

for symmetric and asymmetric technology shocks across restricted versions of the baseline model.
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cut prices. Lower prices put downward pressure on wages which generates a dramatic fall

in labor supply. A symmetric technology shock also gives rise to a current account deficit

which amplifies the decline in total hours worked.

In line with the evidence, the fall in total hours worked mostly originates from the

non-traded sector. Because the elasticity of substitution between traded and non-traded

goods is smaller than one (i.e., φ < 1), the depreciation in non-traded goods prices lowers

the share of expenditure allocated to non-traded goods (see the second row of panel D) and

depresses labor demand in the non-traded sector. The terms of trade depreciation further

tilts the demand toward traded goods which leads to a shift of labor toward the traded

sector, as captured by dνL,H(0) = 0.03 ppt.

Asymmetric technology shocks generate opposite effects. As shown in the first line of

panel B in column 4, an asymmetric shock produces an increase in hours by 0.28% close

to what we estimate empirically (i.e., 0.31% in the data). In contrast to a symmetric

technology shock, panel A shows that technology improvements are concentrated in the

traded sector. To compensate for the rise in the marginal cost, non-traded firms set higher

prices (see the first row of panel C). The share of non-tradables increases (see the second

row of panel D) which has an expansionary effect on labor demand in the non-traded sector

and leads to a shift of labor away from traded industries (see the last row of panel B).

This results in a decline in traded hours worked which is mitigated by technological change

biased toward labor in the traded sector. In line with empirical findings, the rise in total

hours worked mostly originates from the non-traded sector.

Because technology shocks uniformly distributed across sectors produce a dramatic de-

cline in L(0) and technology shocks concentrated toward the traded sector have an expan-

sionary effect on hours worked, they cannot account separately for the moderate decline in

hours (by 0.15%) we estimate after a permanent technology improvement. Therefore, it is

only once we consider a mix of symmetric and asymmetric technology shocks that we can

account for the effects of an aggregate technology shock on hours worked.

4.3 Dynamic Effects of a Permanent Technology Improvement

While in Table 2, we restrict our attention to impact effects, in Fig. 5, we contrast theo-

retical (displayed by solid black lines with squares) with empirical (displayed by solid blue

lines) dynamic responses with the shaded area indicating the 90% confidence bounds.11

We also contrast theoretical responses from the baseline model with the predictions of

a restricted model which imposes Hicks-neutral technological change (HNTC henceforth)

shown in dashed red lines. As shown in Fig. 5(a), both the baseline model and its restricted

version experience the same technology improvement.
11For reasons of space, we relegate to Online Appendix I.8 the dynamics of utilization-adjusted-TFP,

capital utilization rates and FBTC for tradables and non-tradables following a symmetric and an asymmetric
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Figure 5: Theoretical vs. Empirical Responses Following a Technology Shock. Notes: ’LP
(data)’ refers to the solid blue line which displays point estimate from local projections with shaded areas indicating
90% confidence bounds; ’Baseline (FBTC)’ refers to the thick solid black line with squares which displays model
predictions in the baseline scenario with capital utilization rates together with FBTC, while ’Restricted (HNTC)’
refers to the dashed red line which shows predictions of a model with Cobb-Douglas production functions (which
amount to shutting down FBTC) and abstracting from endogenous capital utilization.

Dynamics. As displayed by Fig. 5(c), both models generate a decline in hours worked

but only the baseline model with technological change biased toward labor can account for

the dynamics of total hours worked. The reason for this is that as shown in Fig. 5(e), the

model imposing HNTC overstates the decline in LH by generating a strong reallocation of

labor away from traded industries as displayed by Fig. 5(f). This shift is caused by the

concentration of technology improvements within traded industries, see Fig. 5(b), which

in turn leads non-traded industries to set higher prices. As the appreciation in the relative

price of non-tradables builds up over time, as displayed by Fig. 5(k), more labor shifts

toward non-traded industries as households allocate a greater share of their expenditure to

non-traded goods.

However, the so-called deindustrialization movement reflected into the decline in the

hours worked share of tradables is gradual and shows up only in the long-run in the data.

technology shock together with an aggregate technology shock.
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Figure 6: Time-Varying Impact Effects of a Technology Shock. Notes: The figure shows impact responses
of total, traded and non-traded hours worked to a 1% permanent increase in utilization-adjusted aggregate TFP. The solid blue line
shows the impact response we estimate empirically on rolling sub-periods by using Jordà’s [2005] single-equation method. Shaded areas
indicate the 90 percent confidence bounds based on Newey-West standard errors. The solid black line shows the impact response we
compute numerically by letting the share of technology improvements driven by asymmetric technology shocks increase in accordance
with the values taken from the FEVD we estimate on rolling windows and shown in Fig. 4(d). The horizontal axis shows the end year
of the corresponding window and the vertical line displays the point estimate of the impact effect of technology on hours worked.

The reason is that the reallocation of productive resources across sectors is subject to

frictions. First, the terms of trade depreciation displayed by Fig. 5(l) caused by the

rise in the value added share of tradables, see Fig. 5(j), mitigates the rise in the share

of non-tradables. Second, as shown in Fig. 5(g), the technology improvement produces a

differential between the non-traded and the aggregate wage rate as a result of labor mobility

costs which further hamper the reallocation of labor. Third, as shown in Fig. 5(h) and Fig.

5(i), traded output becomes more labor intensive than non-traded output, especially in the

short-run, which hampers the shift of labor away from traded industries. It is only once we

allow for these three elements that the model can account for the dynamics of total hours

worked, see Fig. 5(c).

4.4 Time-Varying Impact Effects of a Permanent Technology Shock

Time-increasing response of hours worked. The main objective of our paper is to

rationalize the time-increasing impact response of hours worked to a 1% permanent technol-

ogy improvement we document empirically as shown in the blue line in Fig. 6(a). To assess

the ability of our open economy model with tradables and non-tradables to account for the

reduction in the decline in hours we estimate empirically, we keep the same calibration and

estimate the impact response of hours worked to a 1% permanent technology improvement

by letting the share of asymmetric technology shocks 1− η increase over time in line with

our empirical estimates over rolling windows (see Fig. 4(d)). As shown in the black line in

Fig. 6(a), as we lower the share of technology shocks uniformly distributed across sectors

from 90% to 60%, the baseline model can generate the shrinking contractionary effect of

technology improvements on hours we estimate empirically (see the blue line). Intuitively,

because asymmetric technology shocks increase labor supply, their increasing importance

(partly) offsets the negative effect of symmetric technology shocks on hours.

Sectoral decomposition of the time-varying response of hours worked. In Fig.

6(b) and Fig. 6(c), we investigate the ability of the baseline model’s predictions shown

in the black line to account for the shrinking contractionary effect (on impact) of a 1%
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permanent technology improvement on both traded and non-traded hours worked. As it

stands out, the model reproduces well the time-increasing impact response of LH(t) as it

generates a shrinking decline from -0.086 ppt (-0.086 ppt in the data) the first thirty years

to -0.025 ppt (-0.024 ppt in the data) the last thirty years. The performance of the model

relies upon one key ingredient which is FBTC.

Relegated to Online Appendix J.2 for reasons of space, a model imposing HNTC would

produce a time-decreasing impact response of LH , traded hours worked declining on impact

by -0.12 ppt over 70-99 and by -0.15 ppt over 88-17, because asymmetric technology shocks

reallocate labor toward non-traded industries and exert a strong negative impact on LH .

By allowing for technological change strongly biased toward labor in the traded sector

which neutralizes the incentives to shift labor away from traded industries in the short-

run, the baseline model can account for the shrinking contractionary effect of a technology

improvement on LH . We may notice that the baseline model can also generate the time-

increasing impact response of LN in line with the data as the black line lies within the

confidence bounds of the empirical point estimate.

4.5 Why are Technology Shocks More Asymmetric across Sectors?

We have shown that the growing contribution of asymmetric technology shocks across

sectors to technology improvements is responsible for the time-increasing response of total

hours worked. One important question is: why technology improvements are increasingly

driven by asymmetric technology shocks across sectors over time? We put forward the

greater exposition of traded industries to the international stock of knowledge to rationalize

the growing contribution of asymmetric technological change to the variance of aggregate

technology improvements.

We denote utilization-adjusted-TFP by TFP below instead of Z which now stands for

the stock of knowledge in the model with endogenous technology decisions. As shown

in Online Appendix I.7, the share of the (unconditional) variance of the rate of growth

of utilization-adjusted-aggregate-TFP, ˆTFP
A
(t), driven by its asymmetric component (be-

tween sectors), ˆTFP
A
D(t), reads:

Var
(

ˆTFP
A
D(t)

)

Var′
(

ˆTFP
A
(t)

) =
(
νY,H

)2
Var

(
ˆTFP

H
(t)− ˆTFP

N
(t)

)

Var′
(

ˆTFP
A
(t)

) , (34)

where Var′
(

ˆTFP
A
(t)

)
denotes the variance of aggregate technological change adjusted with

the covariance of symmetric and asymmetric components. Eq. (34) reveals that the con-

tribution of asymmetric technology improvements to the variance of technological change

is increasing in both the value added share of tradables, νY,H , and the dispersion in tech-

nology improvement between the traded and the non-traded sector,
Var

(
ˆTFP

H
(t)− ˆTFP

N
(t)

)

Var′
(

ˆTFP
A

(t)
) .

As shown below, by amplifying the asymmetry in technological change between tradables
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and non-tradables, the growing exposition of traded industries to innovation abroad can

rationalize a (significant) fraction of the rise in the share of the variance of technological

change driven by its asymmetric component.

To quantify the role of innovation abroad in driving the increasing variance share of

asymmetric technology improvements, we extend the setup by Corhay et al. [2020] to

a two-sector open economy where households decide about investment in tangible and

intangible assets and the stocks of physical capital and R&D are allocated across sectors

in accordance to their return. Online Appendix Q.1-Q.3 details the steps to extend the

model laid out in section 3 to endogenous technology decisions. The starting point is to

specify the production functions and the factors driving technological change. Because we

are interested in estimating the impact of an increase in the international stock of R&D

on utilization-adjusted-sectoral-TFP, we abstract from FBTC and thus assume a Cobb-

Douglas production technology by augmenting the production function with the stock of

knowledge Zj(t) which has an impact measured by νj on utilization-adjusted-TFP in sector

j, i.e., Y j(t) =
(
Zj(t)

)νj (
Lj(t)

)θj
(
K̃j(t)

)1−θj

. The stock of knowledge accumulated by

sector j to improve technology is made up of the domestic stock of R&D, Zj(t), and

an international stock of R&D, ZW (t). Formally, the aggregate stock of knowledge is

a geometric weighted average of the domestic and international stock of knowledge, as

described by Zj(t) =
(
Zj(t)

)ζj (
ZW (t)

)1−ζj

where ζj captures the country-specific content

of the stock of knowledge while 1− ζj captures its international component which is pinned

down by using a principal component analysis that we apply to utilization-adjusted-TFP,

see Online Appendix L.6.

One key parameter is νj which measures the impact of a 1% increase in the stock of

R&D in sector j on utilization-adjusted-TFP in sector j. To pin down this parameter, we

use data from Stehrer et al. [2019] (EU KLEMS database) which allows us to construct

time series for the capital stock in R&D for both the traded and non-traded sectors. Data

are available for thirteen countries over 1995-2017. We have run the regression of the logged

utilization-adjusted-TFP in sector j on the logged stock of R&D at constant prices by using

cointegration techniques. We find a FMOLS estimate of the long-term relationship of 0.1499

for the traded sector and 0.0007 for the non-traded sector. Both are significant at 5% and

10% level, respectively. To pin dow the elasticity of utilization-adjusted-TFP of tradables

(non-tradables) w.r.t. the domestic stock of knowledge, we have to adjust 0.1499 (0.0007)

with ζH = 0.63 (ζN = 0.70) which gives 0.238 (0.001).

In Online Appendix Q.4, we plot the dynamic adjustment of utilization-adjusted-TFP of

tradables and non-tradables following a shock to the international stock of knowledge ZW (t)

which increases the world utilization-adjusted-TFP by 1% in the long-run. Because νN is

close to zero, a shock to ZW (t) has no effect on utilization-adjusted-TFP of non-tradables.
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In contrast, a shock to ZW (t) increases utilization-adjusted-TFP of tradables by 0.92% at

horizon t = 10 when the international component of traded technology 1− ζH collapses to

its estimated value of 37% over 1970-1992 and by 1.24% (at t = 10) when 1− ζH collapses

to its estimated value of 49% over 1993-2017. As traded industries are more exposed to

the international stock of knowledge ZW (t), a permanent rise in the stock of ideas leads

to greater technology improvements in traded industries and importantly amplifies the

productivity growth differential between the traded and the non-traded sector.

Table 3: Contribution of International Stock of R&D to the Increasing Share of Asymmetric
Technological Change

Variance Variance
Var

(
ˆTFP

H
(t)− ˆTFP

N
(t)

)

Var′
(

ˆTFP
A

(t)
) Share Asymmetric

Period ˆTFP
H

(t)− ˆTFP
N

(t) ˆTFP
A
(t) (1)/(2) Tech. Change (in %)

(1) (2) (3) (4)

A.Total
1970-1992 0.000096 0.000077 1.25 18.7%
1993-2017 0.000072 0.000028 2.60 38.9%

B.International
1970-1992 0.000040 0.000050 0.52 7.7%
1993-2017 0.000041 0.000023 1.48 22.1%

Notes: In columns 1 and 2, we show the variance of the utilization-adjusted-TFP growth differential between
tradables and non-tradables, i.e., and the rate of the growth of the utilization-adjusted-aggregate-TFP. Column 3

shows the ratio of Var
(

ˆTFP
H

(t)− ˆTFP
N

(t)
)

to Var′
(

ˆTFP
A

(t)
)
. Column 4 displays the share of the variance of

technological change which is driven by its asymmetric component, i.e., computes the RHS of eq. (34). In panel
A, we consider the seventeen OECD countries average. In panel B, we have created artificial data by 1) estimating
numerically the effect of a 1% permanent increase in the world utilization-adjusted-TFP on the utilization-adjusted-
TFP of tradables and non-tradables by considering two sub-periods, i.e., 70-92 and 93-17, by setting the world
component of sectoral utilization-adjusted-TFP, ζj , to their estimated values by means of PCA, 2) calculating the
growth rate of TFPj(t) by using the elasticities of TFPH(t) and TFPN (t) w.r.t. to the world stock of knowledge
which stand at 0.92 and 1.23 for tradables over 70-92 and 93-17, respectively, and 0.004 for non-tradables over
the two sub-periods, and by using the growth rate of ZW (t), 3) calculating the contribution of variance of the
productivity growth differential between tradables and non-tradables as if the differential were only driven by the
increase in ZW (t). Sample: 17 OECD countries, 1970-2017, annual data.

Once we have estimated by how much utilization-adjusted-TFP increases in sector j

when the world utilization-adjusted-TFP increases by 1% in the long-run, we construct

artificial time series for utilization-adjusted-TFP predicted by the progression in the world

utilization-adjusted-TFP. Table 3 shows the variance of the productivity growth differential

between tradables and non-tradables and the variance of aggregate productivity growth in

columns 1 and 2, respectively. The ratio of the former to the latter is displayed by the third

column. The share of variance of utilization-adjusted-aggregate-TFP growth attributed to

asymmetric technology improvements between sectors is shown in column 4. In panel A, we

use raw data for a representative OECD economy. By using eq. (34), we find that the share

of the variance of aggregate technological change driven by asymmetric technological change

has increased from 18.7% (over 70-92) to 38.9% in the post-1992 period. In panel B, we

use artificial time series we have generated by considering a technology improvement only

driven by international R&D spillovers. As detailed in Online Appendix Q.4, we derive

a formula to split the share attributable to asymmetric technology improvements into a

country-specific and an international component. We find that the share of the variance
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of technological change attributable to asymmetric technology improvements and driven

only by the access to the international stock of ideas has almost tripled, passing from 7.7%

before 1992 to 22.1% in the post-1992 period. While the progression of the international

stock of ideas and the greater exposition of traded industries to these ideas does not fully

explain the increase by 20 ppt in the share of the asymmetric component of technological

change, it can account for 71% of this progression, i.e., 14 ppt.

5 Conclusion

In this paper, we investigate the effects of technology improvements on hours across time.

We find empirically that a 1% permanent increase in utilization-adjusted-aggregate-TFP

produces a decline in hours which gradually vanishes over time. To rationalize the reduc-

tion in the decline in hours after a permanent technology improvement, we put forward the

increasing contribution of asymmetric technology shocks across sectors to the variations

in utilization-adjusted-aggregate-TFP. Because asymmetric technology shocks are found

empirically to significantly increase hours, their growing importance (estimated from the

forecast error variance decomposition on rolling sub-samples) can potentially mitigate the

negative impact on hours caused by permanent technology improvements. Because sym-

metric technology shocks have a strong negative impact on hours and drive the lion’s share

of the variations in technology improvements, hours worked fall in OECD countries when

technology improves.

To test our assumption, we simulate an open economy model with tradables and non-

tradables and investigate the overall effect on hours of symmetric and asymmetric tech-

nology shocks. The model can generate the magnitude of the decline in hours worked we

estimate empirically once we include barriers to factors’ mobility, home bias, and factor-

biased technological change. When we increase the contribution of asymmetric shocks to

technology improvements from 10% to 40%, the model can generate the shrinking contrac-

tionary effect of a permanent technology improvement on both total and sectoral hours, in

line with our estimates. This performance crucially relies upon the assumption of techno-

logical change biased toward labor in the traded sector.
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Gaĺı, Jordi, and Van Rens, Thijs (2021) The Vanishing Procyclicality of Labour Productivity. Economic Journal,
131, 302-326.

Gar̀ın, Julio, Michael Pries and Eric Sims (2018) The Relative Importance of Aggregate and Sectoral Shocks and
the Changing Nature of Economic Fluctuations. American Economic Journal: Macroeconomics, 10(1), 119-148.

41
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