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Abstract

Most general equilibrium models of monetary policy do not simultaneously incorporate
a real role for money and match expected empirical moments. This paper develops a
tractable flexible price business cycle model that can do both, and also help resolve
several empirical puzzles. Deposits provided by the private financial sector are nec-
essary for payments. Monetary policy that reduces the provision of inside money by
the financial sector raises the nominal rate, which acts like a tax on consumption and
employment, reducing real output. Contractionary shocks produce declines in inflation
instead of “Fisherian” increases, the usual moment in monetarist models. In a special
case, the solution of the model closely corresponds to the Keynesian IS-LM model, with
monetary and financial shocks shifting the “LM” curve. In an extension, I show that if
firms must hire workers before knowing how productive they will be — a type of risk
not included in most macroeconomic models — increases in risk are contractionary and
correspond to an inward shift of the “IS” curve.
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1 Introduction

All models are wrong, and in a crisis usually even more so. Tractable policy frameworks built

on solid economic theory are extremely important for formulating good macroeconomic policy

responses and defending against bad ones; and the more of them we have, the more likely it

is that in the next crisis at least one will be useful. In the past, the macroeconomic policy

toolkit included both empirical relationships like the Phillips curve and ad-hoc theoretical

frameworks like the Keynesian IS-LM and AD-AS models and the monetarist quantity theory

of money.1 Today, empirical relationships are still important for policy analysis, but ad-hoc

theoretical frameworks are less popular, and in academia have been almost entirely replaced

by microfounded models consistent with the Lucas critique (1972, 1976). The New Keynesian

framework, which builds a version of the Phillips curve and the AD-AS model and from

sticky-price microfoundations (Gali 2015, 2018), is regularly used by policymakers as well as

academics, but few other models as successfully combine rigor and practicality. Microfounded

models have made the macroeconomic policy toolkit of today more robust than it was a half

century ago, but also in some ways less flexible and therefore more fragile.

Notably, there is no equally popular microfounded monetarist framework, despite the

efforts of the New Monetarist school (Lagos, Rocheteau, & Wright 2017) and others. By

expanding the role of the financial sector and the labor market relative to typical models,

this paper generates several novel policy implications in a tractable monetarist setting. First,

instead of focusing on outside money (i.e. cash) and abstracting from the financial sector, I

focus on inside money (e.g. deposits). This choice allows me to study financial policy directly

and to model monetary policy as working through financial institutions, consistent with

the view of many policymakers. Second, I assume that inside money is necessary both to

purchase goods and to pay wages. As in a typical cash-in-advance model, the nominal rate

is proportional to the opportunity cost of holding money and acts like a tax on output; but

because this tax applies to both consumption and employment, changes in the nominal rate

have a larger impact on output than in a typical model. Three key results demonstrate the

potential of this framework for policy analysis:

• First, I show that contractionary monetary policy shocks that raise the nominal rate

lower both employment and inflation. Sticky price New Keynesian models can produce

these moments, but contractionary monetary policy shocks in flexible price models usu-

ally lead to higher inflation, due to a weaker link between the nominal and real rate.

1The Investment Savings-Liquidity Money (IS-LM) model was proposed by Hicks (1937) to graphically sum-
marize Keynes’ 1936 General Theory of Interest, Employment & Money. The Aggregate Demand–Aggregate
Supply (AD-AS) model origins are less clear; textbooks often use the IS-LM to derive the AD curve.
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The ability of New Keynesian models to match monetary policy moments is an impor-

tant reason why they are more widespread in central banks than monetarist models.

• Second, in a special case I get an analytical solution that, surprisingly, closely resembles

the ad-hoc Keynesian IS-LM model in both form and interpretation. Contractionary

monetary policy shocks shift the “LM” curve in, increasing the nominal rate and reduc-

ing employment. Shocks to the productivity of the financial sector also shift the “LM”

curve, and shocks to the productivity of the goods sector shift the “IS” curve. This

“Monetarist IS-LM” representation is useful both because it is tractable and intuitive,

and because, like the analogue between the Keynesian and New Keynesian AD-AS mod-

els, it provides a link between microfounded models and the older ad-hoc frameworks

that many policymakers still prefer.2 In an extension, I show that if firms must hire

workers before knowing how productive they will be, shocks that increase the volatility

of firm productivity (entrepreneurial risk) look like demand shocks, and shift the “IS”

curve in, reducing employment.3

• Third, I show that, unlike in the baseline New Keynesian model where the slope of the

New Keynesian Phillips curve (NKPC) is a fixed constant determined by microeconomic

parameters, the slope of the equivalent object in my framework varies depending on

both the type and persistence of the shocks hitting the economy. This property means

that my framework can be used to explain or possibly predict changes in trade-off

between inflation and unemployment (controlling for inflation expectations), especially

after unusual shocks like the COVID-19 pandemic.4

All of the results above come from the flexible price baseline model, but I also solve a

version with sticky prices to study the monetarist and New Keynesian mechanisms together.

Because I do not rely on sticky prices, I avoid several well-known empirical and theoretical

issues with the baseline New Keynesian model. The core mechanism in this model is also

consistent with the growing literature connecting monetary policy to the price of liquidity,

2While I do not know of a direct New Keynesian IS-LM analogue, New Keynesian papers often label the Euler
equation as the “IS” or “Intertemporal IS” curve. The “IS” curve in this paper comes from the negative
relationship between the nominal rate and output present in many cash-in-advance models. The relevant rate
is the nominal rate. Hick’s IS-LM did not clearly differentiate between the nominal and real rate; modern
textbooks sometimes assume that prices are fixed, and that therefore the nominal and real rate are equal.

3Risk shocks in New Keynesian models with sticky prices can also be contractionary, but risk shocks in most
appropriately parameterized flexible price models produce real expansions.

4The baseline NKPC relates the output gap to inflation and expected inflation. Controlling for expected
inflation is difficult, and empirical estimates of level and variability of the slope of the NKPC or related
objects depend on how expectations are measured. My goal is not to contribute to this empirical literature,
but to point out that monetarist models can explain expectations-augmented Phillips curve slope shifts.
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as well as with macro-financial facts relating private credit to economic activity. Although

many of my results are novel, the key assumptions that underpin my model are not, and I

use standard solution methods. The contribution of this paper is to bring several interesting

assumptions together in a tractable framework, and study their policy relevant implications.

This paper proceeds as follows. In section 2, I discuss the related literature and put my

objectives and contributions in context. In section 3, I present the model and characterize

the flexible price solution. In section 4, I discuss the assumptions and interpret the solution;

for example I explain why the standard Friedman rule does not apply in my framework, and

that the strength of the relationship between the nominal rate and the real economy depends

on the number of transactions required for each unit of final output.5 In section 5, I present

the results of a monetary policy shock. In section 6, I discuss the empirical support for my

assumptions and the implications for the slope of the expectations-augmented Phillips curve.

Finally, in section 7, I conclude. In the appendix, I solve the model with sticky prices and

show how, depending on the persistence of the monetary shock, sticky prices either amplify or

dampen the monetary policy response. I also solve a version of the model with entrepreneurial

risk, and show how increases in risk are contractionary and deflationary.

2 Literature

This paper sits at the intersection of many literatures.

First, this paper relates to the literature on inside money. A classic reference is Bagehot

(1873), who emphasized the relationship between the provision of inside money by London

banks, especially those located on Lombard Street, and British prosperity. Fisher (1933)

(who was also fond of lists) discussed the relationship between debt and business cycles,

particularly inflation. More recently, Williamson (1999) and Kiyotaki et al. (2000), among

others, study environments where inside (or private) money is an important medium of

exchange. Brunnermeier and Sannikov (2016) study the interaction between bank net worth,

the creation of inside money, and the allocation of productive capital. Lagos and Zhang (2022)

focus on competition between inside money provided by private banks and outside money

provided by a monetary authority. Piazzesi and Schneider (2018) and Bianchi and Bigio (2022)

both include an inside money (deposits) cash in advance constraint, but focus on the details

of the interbank market and the transmission of specific monetary policy instruments to the

financial sector, instead of the transmission of monetary policy to aggregate employment and

5This is broadly consistent with the idea that networks amplify shocks, as in Acemoglu et al. (2016)
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inflation. Williamson (2012) also looks and monetary policy and financial crises in a model

with inside money. Lagos et al. (2017) survey New Monetarist models of money, some of

which feature inside money.

Second, this paper relates to the large and diffuse literature on financial intermediation

liquidity, and financial development. Kashyap et al. (2002) and Nagel (2016) discuss the

liquidity creation role of financial sector. Many papers have studied the role of the financial

sector over the business cycle, including, for example, King and Plosser (1982), Williamson

(1987), and Gertler and Kiyotaki (2010). Ajello (2016) shows that shocks to the productivity

of the financial sector can generate business cycle fluctuations in a model with sticky prices,

as I do with flexible prices. Iacoviello (2015) and Jones et al. (2022) also model financial shock

driven business cycles. Although the primary focus of this paper is the short term, the level

of financial development in my baseline model also has aggregate implications in the long

term, and is potential explanation observed differences across countries, as in Levine (1997)

or Buera et al. (2011). An empirical counterpart to the cost of intermediation in my model

is the measure developed by Philippon (2015), who also looks at how this cost has evolved

over time in the US.

Third, this paper relates to the growing literature on alternative monetary policy trans-

mission mechanisms. As discussed in section 4, the monetary transmission mechanism in my

model can be interpreted as a cost channel, following Barth III and Ramey (2001) or Ravenna

and Walsh (2006). The “cost” in this paper is the cost of inside money, and is therefore re-

lated to the “inflation tax” in Cooley and Hansen (1989) (for example) or the cost of money

in any monetarist or New Monetarist model. Many more recent papers, including Gertler

and Karadi (2011), Drechsler et al. (2017), as well as Afonso and Lagos (2015), Piazzesi

and Schneider (2018), and Bianchi and Bigio (2022) deal with monetary policy transmission

mechanisms that work through the financial sector. Goodfriend and McCallum (2007) also

look at an inside money cost channel of monetary policy, but in a setting with sticky prices.

As also discussed in section 4, the qualitative results of this paper do not depend on the

specific way that monetary policy impacts the financial sector; these papers can be thought

of as additional or alternative microfoundations for monetary policy transmission.

Fourth, this paper relates to the historical literature on the IS-LM or Investment-Savings

Liquidity-Money model, which was first introduced by Hicks (1937) as an attempt to roughly

mathematically summarize Keynes’ General Theory (1936) and was further formalized (al-

though not fully microfounded) by Modigliani (1944) and Samuelson (1948) among others.

The IS-LM is still included in many undergraduate textbooks, for example Mankiw (2000),

where it is often introduced as a foundation for the aggregate demand curve in the Keynesian

Aggregate Demand and Aggregate Supply (AD-AS) mode. Bordo and Schwartz (2003) discuss
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the mostly unsuccessful attempts made in the 1970s to reconcile Monetarism with IS-LM,

which were related to efforts to elaborate the underpinnings of the LM curve, for example by

Tobin (1969) and Tobin (1972). Gali (1992) examines at the the empirical performance of the

IS-LM post-WWII, and King (2000) discusses the differences between the ad-hoc Keynesian

IS-LM and the three equation microfounded baseline New Keyensian model, which I also

discuss briefly in section 3.

Fifth, this paper relates to the large literature on the Phillips curve (Klein and Goldberger

(1955), Phillips (1958)), the expectations-augmented Phillips curve (Phelps (1967)), Friedman

(1968)) and the related NKPC. Mavroeidis et al. (2014) argue that it is difficult to empirically

estimate the slope of the NKPC from macroeconomic data. Others including Beraja et al.

(2019), Hazell et al. (2022) and attempt to do so with microeconomic data; the latter find a

relatively consistent flat slope. The 2021-2022 inflation is a new challenge to this literature;

in 2021 inflation began to steeply rise without changes in most expectations measures (CEA

(2023)). A sample of recent papers concerning Phillips curve slopes include Gaĺı and Gambetti

(2019), Del Negro et al. (2020), Guerrieri et al. (2021), Benigno and Eggertsson (2023).

Sixth and finally, because of the entrepreneurial risk extension this paper relates to the

literature on risk and business cycles. Several papers show that risk shocks look like demand

shocks (produce real downturns) in models with nominal frictions, including Christiano et al.

(2010), Leduc and Liu (2016), Basu and Bundick (2017), and Bayer et al. (2019). Bloom et al.

(2018) document the empirical relationship between uncertainty and aggregate outcomes, and

propose a flexible price mechanism with investment frictions to explain this fact. Di Tella

(2020), Szoke (2020), Brunnermeier et al. (2020) and Friedrichs (2021) look at flights to safety

from risky, productive capital to safe assets in flexible price settings. Many others study the

impact of risk in heterogenous agent settings. The entrepreneurial risk assumption in this

paper is most similar to that in Arellano et al. (2019), where increases in risk produce real

economic contractions in a heterogeneous firm setting with default. Because I additionally as-

sume that households have Greenwood–Hercowitz–Huffman (GHH) preferences (Greenwood

et al., 1988), I am able generate contractions in a representative agent setting.

3 Baseline Model

In this section I write down a model with inside money, perfect competition, and flexible prices

and characterize the equilibrium. In appendix A, I extend the baseline model to include sticky

prices and in appendix B, I extend the baseline model to include entrepreneurial risk.
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3.1 Model

A representative household consumes, supplies labor, operates firms, and operates banks, and

a central bank provides central bank reserves backed by household debt, and adjusts the size

of its balance sheet to satisfy a policy rule.

Households own and operate all firms. Firm output is a linear function of labor and all

firms have the same productivity, AF
t .

6 Households consume and supply labor; they have

Greenwood–Hercowitz–Huffman (GHH) preferences, which eliminate the wealth effect on

labor supply.7 Households also operate banks. Bank liabilities are deposits dt+1 that are used

for payments.8 Banks hold can hold two types of assets: bonds bt+1 that are the liabilities of

households (private debt) and central bank reserves CBt+1 that are the liabilities of the central

bank.9. There is no bank equity. Banks in order to order to intermediate bonds and deposits,

which can be interpreted both as financial services (monitoring, screening, loan origination,

etc) and payments services (transferring, accounting, market clearing, etc). The quantity

of real intermediation services a bank must provide is proportional to the real amount of

bonds and deposits it intermediates. Deposits backed by central bank reserves do not require

intermediation services and the return on reserves is equal to the return on deposits, making

banks indifferent to the quantity of reserves they hold, provided that quantity satisfies an

exogenous reserve requirement. The quantity of intermediation services a bank produces is a

linear function of the labor it hires, and all banks have the same productivity AB
t . Deposits

pay no net nominal return. I discuss what specific bank assumptions are necessary to obtain

the key results of this paper further in section 4.

A key assumption of this paper is that deposits provided by banks are necessary for

payments, both from consumers to firms in the goods market and from firms and banks to

workers in the labor market. Another way to think about this is that in t, the only way to

pay for real goods or services is with promises to provide future real goods or services in

t+1 (plus interest). Debt is the only medium of exchange; there is no barter and there is no

6I assume that production is linear in labor to keep things simple and to get my nearly closed form solution.
All results go through with capital.

7All results except those in section 6 also go through with standard separable preferences. In many models,
GHH preferences better match the empirical response of the labor supply to a variety of business cycle
shocks. In this model, they also simplify some closed form solutions.

8Deposits used for payments in t mature in t + 1 and are therefore denoted by dt+1. More generally, I
denote individual variables with lowercase letters and aggregate variables with uppercase letters. As this is
a representative agent problem, in equilibrium lowercase variables will equal uppercase variables.

9Most macroeconomic models assume that bonds are in zero net supply. In a representative agent model
with zero-sum debt, the gross quantity of household borrowing (gross private debt) is undetermined. In this
model the gross quantity of household borrowing is also undetermined. However, the aggregate quantity of
deposits is, and is equal to the net supply of private debt.
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commodity money. And not just any debt will do; only deposits, which are bank liabilities, or

promises by banks to provide real goods or services in t+1 (plus interest), are acceptable to

counterparties. This assumption is interpretable as a commitment friction. Banks can credibly

commit, but households and firms can only credibly commit to banks. In order to be able to

credibly commit, however, banks must exert real effort; the intermediation services in this

model can be interpreted the cost of commitment, or the cost required to turn untradable

household debt into tradable bank debt, or produce liquidity.10 Note that the only function

of banks in this model is to produce liquidity; as this is a representative agent model banks

do not, for instance, provide insurance.

Figure 1: A model of interemediated debt payments

Figure 1 depicts how payments work in this model. In t, in order to purchase consumption

from firms, consumers (C) must go to banks (B) and exchange untradable debt or bonds for

tradable debt or deposits. They then use those deposits to pay firms (F). Firms also must

go to banks and exchange untradable debt for tradable debt, to pay workers (W). Banks

also pay workers with deposits. As is implied by the figure, there is no sub-period timing;

all of the transactions described above occur simultaneously.11 In t + 1, all assets mature.

10Debt as a medium of exchange is a common assumption in monetarist models, but normally the only type
of debt acceptable in exchange is government debt, a liability either of a monetary or fiscal authority.
Government debt used as a medium of exchange is called “outside money” or cash. Liabilities of the private
financial sector used as a medium of exchange are called “inside money.” This is a model of inside money
only, although adding cash would not change key results (see discussion in section 4).

11In figure 1 banks (B) include both private banks and the central bank. The consolidated financial sector
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Consumers hold no deposits, but they do owe the bank the amount they borrowed, which

in the aggregate is equal to amount they spent, plus interest. Firms hold the deposits they

received from consumers, in proportion to the amount they sold; they owe the bank the

amount they borrowed, plus interest. Workers owe the bank nothing, and hold deposits they

received both from firms and banks. And finally, banks earn the spread between the return on

bonds and the return on deposits times the size of their balance sheet, excepting the deposits

used by the bank directly to pay bank workers.

The problem of the representative household that corresponds to figure 1 is below. House-

holds choose how much labor lSt to supply in their role as a worker, how much labor to demand

in their role as a firm lFt and how much labor to demand in their role as a bank lBt . Households

also choose the quantity of real bonds bt+1 they hold.12

Household problem:

max
ℓSt ,ℓ

F
t ,ℓBt ,bt+1

E
t

∞∑

τ=t

βt+τ x1−γ
t+τ

1− γ

s.t. Pt-1Wt-1ℓ
S
t-1 + Pt-1 A

F
t-1ℓ

F
t-1︸ ︷︷ ︸

yt-1

+(RN
t − 1)Pt-1 A

B
t-1ℓ

B
t-1︸ ︷︷ ︸

dt−CBt

+RN
t Pt-1bt =

Ptct + PtWtℓ
F
t + PtWtℓ

B
t + Ptbt+1

CBt+1 ≥ ϕRRdt+1 (dt+1 ≡ AB
t ℓ

B
t + CBt+1)

From left to right in the budget constraint are: deposits received for supplying labor in

t−1 that mature in t, where Wt−1 is the real wage in t−1; deposits received for selling goods

t− 1; income received from operating banks in t− 1; maturing real bonds bt; expenditures on

goods consumed in t; expenditures on both firm and bank labor in t; and the choice of bonds.

Everything on the left hand side of the budget constraint is in yesterday’s prices; everything

on the right hand side is in today’s prices.13

Importantly, banks are also subject to a reserve requirement. Central bank reserves CBt+1

are central bank liabilities and are backed bonds. The central bank must also hire labor to

intermediate bonds and reserves, and has the same productivity function as private banks.

balance sheet has private household debt (bonds) on the asset side and deposits on the liabilities side.
12In the aggregate, this quantity will be negative, and correspond to the borrowing necessary to back deposits
used for payments to firms for consumption and to workers to hire labor for firm and bank production.

13The budget constraint does not include deposits directly held by households. To simplify the problem I am
not allowing households to hold deposits directly, but if I did in equilibrium households would not hold
deposits in excess of what is required for payments bonds are also safe and pay a higher return.
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Central bank reserves also pay no net nominal return, and the central bank is a price taker

in the bond market; its only policy choice is the size of the balance sheet. Any profits are

rebated lump sum to households. Due to the way I model the central bank, without the reserve

requirement constraint changes in the size of the central bank balance sheet are neutral and

have no effect on the economy; intermediation services provided by the central bank crowd

out private intermediation services but do not change prices, the overall quantity of deposits,

or aggregate employment and output. In other words, the only way that monetary policy

affects the provision of inside money is through the reserve requirement. My goal is to keep

the mechanism clear and simple; in section 4 I discuss alternative and possibly more realistic

ways to model monetary policy.

When the reserve requirement constraint binds, I assume that the central bank targets the

nominal rate via a Taylor rule that responds to inflation and employment, and that central

bank reserves adjust to satisfy this rule. vt is an exogenous monetary policy innovation that

follows an AR(1) process. When the reserve requirement does not bind the central bank

cannot impact the economy.

Monetary policy:

CBt+1 = AB
t L

B
t (Central bank technology)

RN
t+1 = RN

ss(
πt

πss

)ϕ
π

(
Lt

Lss

)ϕ
L

vt (Monetary policy rule)

ln vt = ρv ln vt-1 + ϵvt (Monetary policy shock)

Dividing the budget constraint by Pt shows that the real return on deposits RD
t+1 is the

inverse of the rate of inflation, πt ≡ Pt/Pt−1. There are three key rates in this model:14

Interest rates in the model:

RD
t+1 ≡

Pt

Pt+1
= 1

πt+1
(Real return on deposits)

RB
t+1 ≡ RN

t+1
Pt

Pt+1
= RN

t+1
1

πt+1
(Real return on bonds)

RN
t+1 = RB

t+1πt+1 =
RB

t+1

RD
t+1

(Nominal rate)

The nominal rate is equal to the ratio of the real return on bonds (sometimes here referred

14The interest rate definitions on this page all stem from the assumption that deposits pay no net nominal
return and the gross Fisher equation RN

t = RB
t πt. The more familiar net Fisher equation is rNt ≈ rBt + π̃t,

where RN
t ≡ (1 + rNt ), RB

t ≡ (1 + rBt ), and πt ≡ (1 + π̃t)
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to as the real rate) to the real return on deposits, or inside money. The difference between

the real return on bonds and the real return on deposits (RB
t+1−RD

t+1) is the real spread that

banks earn for providing deposits for payments in t, and the spread that consumers and firms

lose when they must borrow from the bank in order to obtain deposits for payments. The

nominal rate is proportional to this spread, and in the equations that follow I will interpret

it as the price of inside money.

Aggregate firm and bank productivity follow AR(1) processes. I calibrate the steady state

values of firm productivity AF
ss and bank productivity AB

ss to roughly match the share of

bank employment in total employment in the U.S., scaled by ratio of liquid liabilities to total

assets (see calibration in section 5.2).

Technology:

lnAF
t = ρF lnAF

t-1 + (1 - ρF ) lnA
F
ss + ϵFt

lnAB
t = ρB lnAB

t-1 + (1 - ρB) lnA
B
ss + ϵBt

There are four first order conditions:

First order conditions:

1
RN

t+1
= β

E[x−γ
t+1]

x
−γ
t

1
πt+1

(Euler equation)

ℓSt
η
= β

E[x−γ
t+1]

x
−γ
t

1
πt+1

Wt (Labor supply)

Wt = β
E[x−γ

t+1]

x
−γ
t

1
πt+1

AF
t (Firm labor demand)

Wt +
λRR
t AB

t

x
−γ
t

= β
E[x−γ

t+1]

x
−γ
t

1
πt+1

(RN
t+1 − 1)AB

t (Bank labor demand)

The first condition above is standard. The second is standard for GHH preferences, where

labor supply depends only on the wage, except for the temporality introduced by the require-

ment that wages in t are paid using deposits that mature in t+ 1. From the Euler equation,

this temporality is equal to the nominal rate and acts a tax on wages. The third condition

is also standard – the wage Wt is proportional to the marginal product of labor AF
t , except

again for the temporality introduced by payments. The last condition governs the supply of

inside money. The price of bank output, which is the spread banks earn on deposits or the

net nominal rate (rNt+1 ≡ RN
t+1 − 1), is proportional to bank marginal cost or Wt/A

B
t plus

the cost of the reserve requirement constraint represented by its Lagrange multiplier λRR
t .

Because banks also have to hire labor with deposits the nominal rate appears in this relation

a second time, acting as a tax on bank output.
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3.2 Market clearing

Finally, there are four market clearing conditions.

Market clearing conditions:

Ct = Yt (Goods market clearing)

LS
t = LF

t + LB
t + LCB

t (Labor market clearing)

Bt+1 +BB
t+1 +BCB

t+1 = 0 (Bond market clearing)

WtL
F
t +WtL

B
t + Ct = Dt+1 (Money market clearing)

In the first condition, Ct is the aggregate analogue of representative household consump-

tion ct, and Yt of representative firm production. In the second, there are two sectors that hire

labor in this economy, the goods sector and the financial sector, and in the financial sector

labor is hired both by private banks (LB
t ) and the central bank (LCB

t ). The third equation is

the bond market clearing condition; Bt+1 is the amount of household debt held by households,

BB
t+1 is the amount held by private banks on the asset side of their balance sheets, and BCB

t+1

the amount held by the central banks on the asset side of its balance sheet. Because central

bank reserves CBt+1 are held by private banks as assets, in the aggregate −Bt+1 = Dt+1 (this

is the “economy balance sheet”). The last condition is the money market clearing condition;

the real quantity of intermediation services provided by banks must equal the real amount

of transactions deposits facilitate.15

3.3 Flexible price solution

The monetary rule, the first order conditions and the market clearing conditions above can

be combined into the following system of four equations, where Xt ≡ Ct −
L
(1+η)
t

1+η
:

15The money market clearing constraint can be interpreted as an inside money cash in advance constraint.
In many models of money, cash in advance is a constraint on the household; that is not the case here,
because the budget constraint incorporates the assumption all payments are made with deposits. If I
allowed households to hold deposits directly, this constraint would also include those deposits.
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Flexible price solution:

Lη
t = ( 1

RN
t+1

)2AF
t (Goods supply)

Lη
t =

1
RN

t+1
( 1
RN

t+1
(RN

t+1 − 1)−
λRR
t

X
−γ
t

)AB
t (Money supply)

RN
t+1 = RN

ss(
πt

πss

)ϕπ(
Lt

Lss

)ϕLvt (Monetary policy rule)

1
RN

t+1
= β

E[X−γ
t+1]

X
−γ
t

1
πt+1

(Euler equation)

The first equation comes from substituting the labor supply condition into the firm labor

demand condition. This equation involves a square of the nominal rate because every unit of

output produced involves two payments: from the firm to the worker, and from the consumer

to the firm. The second equation comes from substituting the labor supply condition into

the bank labor demand condition.16 The third equation is the monetary rule and the fourth

equation is the Euler equation.

Figure 2: A Monetarist IS-LM13

16To fully solve the model the breakdown of aggregate employment into goods sector and financial sector
employment must determined using the money market clearing condition. The fraction of employment in

the goods sector
LF

t

Lt

is equal to (
AB

t

AF

t

− 1

RN

t+1

)(
AB

t

AF

t

+ 1)−1. I calibrate the ratio of financial sector to goods

sector productivity
AB

t

AF

t

to about 100. This high value means that the share of financial sector employment

does not vary much over the business cycle or in response to monetary policy shocks that shift RN
t+1.
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In the special case where λRR
t is fixed, plotting these two equations with employment

Lt on the x-axis and the net nominal rate rNt+1 on the y-axis, yields figure 2. This figure

summarizes the role of inside money on the economy. The goods supply curve is downward

sloping because a higher nominal rate means that households and firms must pay a larger

spread to banks in order to transact, which decreases firm labor demand. The money supply

curve is upward sloping curve because the nominal rate is the price of inside money, the

service produced by banks.17 Although the model is dynamic, its solution is almost static. In

an extra special case the reserve requirement does not bind and λRR
t = 0, the goods supply

equation and the money supply equation uniquely determine Lt and RN
t+1.

18 As shown in

section 4, increases in firm productivity push out the goods supply curve and increases in

bank productivity push out the money supply curve.

The key friction in this model is monetarist, but, surprisingly, this figure closely resembles

the textbook Keynesian IS-LM model, with employment instead of output on the x-axis.

The goods supply curve, which is derived from the firm labor demand condition, can be

interpreted as an Investment-Savings (IS) curve because the revenue received for labor hired

and paid for in t does not mature until t + 1; in other words, in this model employment

is investment.1920. The money supply curve can be interpreted as a Liquidity-Money (LM)

curve, although it also differs from the classic Keynesian concept.21 In this model the money

supply curve is derived from the bank labor demand condition, which directly relates the

nominal rate, the price of bank output, to the wage and therefore employment. The money

supply is endogenous; for example an increase in output in the goods sector that increases the

wage increases both the money supply (the quantity of deposits) and the nominal rate, the

price of money (the spread earned by banks). And because inside money is provided by the

private financial sector, its supply also depends on financial productivity AB
t and potentially

on other financial constraints, as discussed further in section 4. Both curves appear linear

17The square root in the figure above comes from the quadratic formula. The calibration of specific parameters
in this figure matches the calibration in section 5.

18λRR
t = 0 corresponds to the “free banking” case discussed in section 4.

19Interpreting employment as investment becomes even more plausible with the additional assumption of
entrepreneurial risk the appendix.

20The textbook IS curve (e.g. Mankiw (2000)) is normally derived from the Keynesian cross, where investment
is directly assumed to depend negatively on the interest rate. In the New Keynesian framework the Euler
equation is often interpreted as an “intertemporal IS curve,” because it consumption in t is negatively
related to the nominal rate (and positively related to consumption in t+ 1)

21The textbook LM curve is derived from household money demand, which is assumed to be increasing in
output and decreasing in the nominal rate (the opportunity cost of holding money). When real (outside)
money balances are exogenously fixed, for instance by a monetary authority, this induces a positive relation-
ship between output and the nominal rate. These relationships are often illustrated by a “money market”
diagram.
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in the vicinity of the solution. The flatter the IS curve, the greater the impact of a change

in the money supply curve on the economy. The flatness of the IS curve depends on η, and

also on the number of transactions required to produce a unit of output; in the baseline this

number is 2, one in the goods market, and one in the labor market. I discuss generalizing

this in section 4.

The goods supply equation and the money supply equation are the core of the flexible

price model. Through the Euler equation, inflation depends on the evolution of employment

and the nominal rate over time. Through the Taylor rule, the value of λRR
t varies endogenously

with πt.

4 Discussion

The point of this section is to clarify some things about how the baseline model works that

may not be clear after reading the previous section, and also argue for its broad applicability.

I divide the points I make into two groups. The first group applies mostly to the interpretation

of the goods supply equation and the mechanisms that link changes in the nominal rate to

changes in aggregate employment, output, and inflation. The second group applies mostly

to the interpretation of the money supply equation and the mechanisms that link monetary

policy to the provision of inside money by the private financial sector and the nominal rate.

In the money supply equation section I also discuss how shocks to the private financial sector

unrelated to monetary policy affect the nominal rate, and therefore aggregate employment,

output, and inflation.

4.1 Goods supply equation

In the baseline New Keynesian model, the mechanism that links the nominal rate to the real

economy is sticky prices. In this model the mechanism that links the two is a monetarist and

is summarized by the goods supply equation or “IS” curve.

• This equation can be interpreted as an “inside money cost channel”

This paper is related to the “cost channel” of monetary policy literature, which distin-

guishes between sticky price or New Keynesian monetary policy transmission mecha-

nisms and mechanisms where higher rates suppress real output by increasing firm costs

(Barth III and Ramey, 2001). In some models of the cost channel the relevant cost

is the real rate, which, for example, might impact the real economy via heterogeneity

and a working capital constraint, as in Christiano and Eichenbaum (1995). But others
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focus, like this model, on the nominal rate; the cost channel in this model is closely

related to that in Ravenna and Walsh (2006).

• RN
t+1 is a tax on employment in many cash-in-advance models

The flexible price baseline is classically Monetarist in the sense that the object of

interest is the spread between the real return on bonds and the real return on deposits

(RB
t+1 − RD

t+1). The nominal rate (RN
t+1 =

RB
t+1

RD
t+1

) acts as a tax on output in the same

way in any cash-in-advance (CIA) with a labor supply problem, although this not

typically true in money-in-the-utility-function (MIU) models, and many models that

feature a CIA constraint do not also feature a labor supply problem. The representative

household problem in the section above is equivalent to a problem where households

hold deposits directly and are subject to individual CIA constraints. However, one

common criticism of CIA models is that they do not specify how exchange occurs or

why money is necessary. The discussion accompanying figure 1 in the section above

specifies, at a high level, a mechanism of exchange (“debt payments”) and a motivation

for money (a commitment problem that the financial sector solves, with effort), and

the way that I have written the budget constraint emphasizes this interpretation.

• The strength of the cost channel depends on the complexity of the economy

Figure 3: The Monetarist IS-LM with different degrees of economic complexity

A square appears in the goods supply equation because each unit of output requires

two money transactions, one in the labor market (to hire workers) and one in the goods
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market (to sell to consumers). If three money transactions are required, for example if

(as in some versions of the baseline New Keynesian model) there are both final goods

firms and intermediary goods firms, this square would be a cube. This produces a flatter

IS curve, which means that employment is more sensitive to changes in the nominal

rate. Generalizing, the more the more money transactions required per unit of output,

or the longer supply chains are, or the more complex the economy is, the more sensitive

that economy is to changes in the cost of inside money. Figure 3 shows the goods supply

curve in economies with varying degrees of complexity.

• No intermediation cost means no cost channel (“Friedman rule”)

The flexible price baseline has two key assumptions: first that deposits are necessary

for payments, and second that in order to provide deposits the private financial sector

has to pay an intermediation cost. If there is no intermediation cost, meaning that

banks can costly transform bonds into deposits, then equilibrium prices and quantities

coincide with those of a real business cycle model with GHH preferences and no capital,

both in the steady state and in response to shocks. This case can be interpreted as a

model of debt payments without a commitment problem: consumers still have to pay

firms with debt, and firms still have to pay workers with debt, but bonds that pay the

nominal rate are directly acceptable as a medium of exchange. The following are the

first order conditions in the case with no intermediation cost:

No intermediation cost first order conditions:

1 = β
E[X−γ

t+1]

X
−γ
t

Pt

Pt+1
RN

t+1 (Euler equation)

ℓSt = β
E[X−γ

t+1]

X
−γ
t

Pt

Pt+1
RN

t+1Wt → ℓSt = Wt (Labor supply)

Wt = β
E[X−γ

t+1]

X
−γ
t

Pt

Pt+1
RN

t+1A
F
t → Wt = AF

t (Goods supply)

This is this model’s version of a Friedman rule: when there is no intermediation cost

the real return on deposits RD
t+1 is equal to the real return on bonds RB

t+1, the “cost”

of transacting is zero, the labor supply is function only of the wage (standard for GHH

preferences), and the wage is equal to the marginal product of labor, AF
t . The intuition

is that if money is free, there is no distortion to the real economy.22

22When there is no intermediation cost, it is not clear how the rate of inflation should be defined. If the
assumption is still that deposits are the unit of account, then the rate of inflation would be defined as the
inverse of the real return on debt 1/πt+1 = RD

t+1 = RB
t+1. This would translate to a gross nominal return
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However, optimal policy in the flexible price baseline is not literally a Friedman rule,

because the central bank does not have the power to entirely eliminate intermediation

cost and set RD
t+1 = RB

t+1. All it can do supply reserves such that the constraint does not

bind and λRR
t = 0, in which case the endogenously determined “free banking” rate of

inflation (see below) is optimal. Neither the flexible nor sticky price model in this paper

is intended to be a realistic model of optimal policy; but as long as the central bank is

unable to entirely subsidize or replace the private financial sector, optimal policy will

not be a Friedman rule, because money in this model is not free.2324

• Productivity shocks shift the goods supply curve

Figure 4: Increase in firm productivity AF in the “Monetarist IS-LM”

Figure 3 shows how one parameter can shift the goods supply curve. More relevant

over the business cycle are changes in firm productivity, AF
t . Increases shift the goods

of 1 on private household debt RN
t+1 = RB

t+1/R
D
t+1 = 1, or a net nominal return of 0. The baseline model

has a has a built in nominal zero lower bound, because (barring a negative intermediation cost), the return
on deposits cannot be lower than the return on bonds.

23Money is not free because of the background assumption that a commitment problem prevents private debt
from circulating without effort (financial and payments services). Models of outside money often assume
that government debt can circulate without cost, which leads to a Friedman rule; but the Friedman rule
does not hold in models of both inside and outside money where the provision of money has a cost, for
example as in Sanches and Williamson (2010) .

24To be a reasonably informative model of optimal policy, this model would need a more realistic type
of liquidity constraint (see discussion below), as well as additional elements such as menu/utility costs
associated with higher/accelerating inflation and default risk that endogenously responds to the size and
composition of bank balance sheets.
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supply curve out. The response of the nominal rate RN
t+1 and employment Lt depends

on policy – the reactionary change in λRR
t , but if λRR

t is fixed (for example if the reserve

requirement is not binding) RN
t+1 and Lt will increase. Figure 4 shows the dynamic

response of key variables to a shock to AF
t in the case when λRR

t is fixed. The two lines

show shocks with varying degrees of persistence. Less persistent shocks have a smaller

impact on the real rate RB
t+1 and therefore a smaller impact on inflation πt+1. The

calibration is discussed in section 5.

4.2 Money supply equation

In the baseline model there is one mechanism that links monetary policy to the nominal

rate: the reserve requirement. In this section I argue that it is possible to model a number

of plausible alternative or additional monetary policy channels while leaving the form and

interpretation of the money supply equation mostly unchanged. I also explain how financial

shocks can, through the money supply equation, impact the provision of inside money by the

private financial sector, the nominal rate, and real output. Finally, I clarify the role of several

specific financial sector modeling choices.

• Modeling monetary policy differently does not change the “LM” intuition

In the baseline model, the central bank impacts the provision of inside money by the

private financial sector only through the reserve requirement; when the reserve re-

quirement binds, changes in the real quantity of reserves supplied by the central bank

affect the magnitude of the constraint λRR
t on private banks, and therefore change the

economy-wide nominal rate RN
t+1. This mechanism is illustrated in the figure below.

This is a conveniently simple but unrealistic type of liquidity constraint, and limits the

interpretability of the model.

Alternative or additional monetary policy channels could be modeled as alternative or

additional liquidity constraints . For example, a more realistic model might connect the

provision of inside money to an interbank lending rate RFFR
t+1 via a mechanism involving

deposit withdrawal shocks similar to those in Afonso and Lagos (2015), Piazzesi and

Schneider (2018), Bianchi and Bigio (2022). This channel could also be represented in

the money supply equation as a constraint (e.g. λFFR
t ). If the central bank can change

the magnitude of this constraint by adjusting RFFR
t+1 , then it can influence the provision

of inside money, the economy-wide nominal rate, and the real economy.25

25This type of monetary policy channel could also be modeled in an ad-hoc way by assuming that the
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Figure 5: The Monetarist IS-LM with different targeted nominal rates

Monetary policy could also affect the provision of inside money by lowering the price of

close substitutes for deposits (such as cash, see the bullet below), increasing competitive

pressure and lowering financial sector markups, as in Drechsler et al. (2017) or Lagos

and Zhang (2022). This type of channel could also be represented in the money supply

equation as a constraint (e.g. λC
t ). Additionally, if banks as well as firms were monop-

olistically competitive and subject to nominal pricing frictions, endogenous changes in

bank markups in response to monetary policy would also impact the real economy via

the inside money cost channel.

Banks in the baseline model do not have equity. If they did and were subject to capital

constraints , monetary policy or regulatory changes that affect the magnitude of such

constraints (e.g. λE
t ) would also affect the provision of inside money, the nominal rate,

and the real economy via the inside money cost channel, in addition to any impact they

might have through the New Keynesian or other mechanisms, similar to Gertler and

Karadi (2011).

Finally, monetary policy might also plausibly influence the provision of inside money

by indirectly or directly impacting the intermediation cost , or the amount of real labor

effort required to transform untradable household debt into tradable deposits. This can

be modeled in an ad-hoc way as a direct impact on the bank productivity parameter

magnitude of the liquidity constraint depends directly on the Federal Funds Rate.
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AB
t , and could for example proxy for a technological advantage the central bank has

in intermediating debt and deposits, for a bank production function with increasing

returns to scale, or a change in required risk management effort due to changes in

liquidity constraints or changes in the endogenous probability of default.2627

The contribution of this paper is not to articulate a particular monetary policy channel,

but rather to show how many mechanisms can be flexibly represented by money supply

and goods supply equations, and to study their common implications.

• Financial constraints also impact the nominal rate and the real economy

In the bullet above I discussed how monetary policy might influence the provision of

inside money by affecting liquidity, competitive, or capital constraints on the private

financial sector. Non-monetary policy shocks that affect these constraints would of

course also impact the provision of inside money, the nominal rate, and therefore the real

economy. Additional financial frictions could also be modeled as additional constraints.

More broadly, anything that impacts the financial sector in this model also impacts the

real economy; the financial sector is not neutral.

• With no reserve requirement, this is a model of “free banking”

If the reserve requirement does not bind, the central bank is essentially just another

private bank. All money is fiat money, but it is privately supplied and the nominal

rate and the rate of inflation are endogenously determined. This can be thought of as a

model of “free banking”, for example of Scotland in the 18th and 19th centuries, when

many private banks issued banknotes that circulated as currency.28 The “free banking”

case emphasizes that in this model the government has only partial control over the

money supply, and also provides a theory for how exchange might occur without a

state. However, due to the absence of default, this is an idealized representation of

“free banking”, not subject to the bank runs and depreciations that have historically

plagued such economies.

• If the policy rate differs from RN
t+1, monetary policy pass-through is partial

26If in the baseline model the central bank has a technological advantage, it is optimal for it to provide all de-
posits, or replace the financial sector entirely. Decreasing returns to scale in the central bank’s technological
advantage would rule out this unrealistic scenario.

27Monetary policy that works through AB
t instead of λRR

t also makes it slightly easier to generate a decline
in inflation in response to a monetary policy shock, although I do not discuss this scenario in this paper.

28If required reserves are gold instead of fiat money this model can be thought of as a model of commodity
money with fractional reserve banking.
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In the baseline model there is only one nominal rate, and so the policy rate equals the

economy-wide rate. In reality policy rates differ from the spreads that private financial

institutions charge on deposits. If, for instance, the policy rate is the Federal Funds Rate

RFFR
t+1 and it impacts the financial sector by changing the magnitude of some liquidity

constraint λFFR
t , changes in the policy rate would only partially pass through to RN

t+1.

This economy would be something like a half step between the baseline flexible price

model and “free banking” case; monetary policy would only have a limited ability to

respond to shocks that shift the goods supply and money supply curves.

• Large negative shocks to AB
t can be interpreted as financial crisis shocks

Instead of a single aggregate productivity parameter, as is the case in most representa-

tive agent business cycle models, there are two productivity parameters in the baseline

model, one for the goods sector and one for the financial sector. As illustrated in figure

2, the relative steady state values of AF
t (firm productivity) and AB

t (bank productivity)

influence the steady state nominal rate and steady state employment. Long term differ-

ences in
AB

t

AF
t

across countries, could, for example, partly explain long term differences in

domestic interest rates. Long term trends in
AB

t

AF
t

could also partly explain secular trends

in the nominal rate.29

Figure 6: Decrease in bank productivity AB (“financial crisis”)

29In an endogenous growth setting, growth in AF
t that increases the nominal rate should lead to increased

innovation effort in the financial sector, leading to growth in AB
t , and vice versa.
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Changes in the relative values of AB
t and AF

t are probably more relevant over longer

horizons, but negative shocks to AB
t can also be interpreted shocks to the financial

sector. Because the financial sector in my baseline calibration accounts for only a small

fraction of employment, small shocks to AB
t do not have a large impact on the economy.

However, a large negative shock – which I interpret as a “financial crisis” shock – does

significantly impact the real economy.30 In figure 2, shifts in AB
t shift the money supply

curve in. Figure 6 shows the impact of a large negative shock AB
t when λRR

t is fixed.

• Deposits can pay a positive net nominal return and cash can coexist

The assumption that deposits pay no net nominal return31 is necessary to define the

nominal rate RN
t+1 as the ratio of the real return on bonds and the real return on deposits

RB
t+1

RD
t+1

, and therefore to derive the nice, nearly closed form solutions in the section above.

This assumption is equivalent to assuming that all other quantities are measured in

terms of deposits, and is consistent with the idea that that inside money is literally

money – a store of value, a medium of exchange, and a unit of account.32 However, I

could add another no-net-nominal-return medium of exchange to the model, for example

another type of central bank liability called cash. The main results of this paper should

go through as long as cash is used only in a small percentage of transactions, cash and

deposits are close substitutes, and the spread between the return on cash and return on

deposits is small and does not vary significantly over the business cycle or in response

to policy.

• Banks do not need to directly hire labor

In this model, both firms and banks directly hire labor. This assumption is not critical

for the results that follow in section 5 and section 6, but it is necessary to obtain an

upward slope of the money supply curve in figure 2. This is because if the intermediation

cost is denominated in goods instead of labor, changes in AF
t that shift the goods supply

curve do not affect the relative price of intermediation services, because financial sector

inputs become cheaper at the same rate that demand for financial services (due to

30For example, the spread of financial innovations such as structured asset backed securities and credit default
swaps contributed to both financial and real growth in the late 20th century, and the 2007-2008 financial
crisis was caused, arguably, by a negative shock to the real and/or perceived usefulness of these innovations,
harming the ability of the financial sector to transform risky debt into safe, tradable debt.

31Or equivalently, a gross nominal return on 1
32This assumption also means that the model object Dt+1 does not precisely align with empirical deposits,
which generally pay a positive net nominal return, and which in this model could correspond to some
combination of inside money and zero sum debt.
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greater output) increases, resulting in a flat money supply curve. Modeling financial

sector employment makes the problem slightly harder, but it is more realistic, and

more clearly conveys the idea the employment and consumption depend both on the

productivity of the goods sector AF
t and the productivity of the financial sector AB

t .

5 Monetary policy analysis

5.1 Impulse response

The main result of this paper is that in the flexible price baseline a contractionary monetary

shock that increases the target nominal rate RN
t+1 lowers both employment Lt and inflation

πt, provided that the shock is not too persistent.33 This result is surprising, because in

many Monetarist models contractionary monetary policy produces “Fisherian inflation”: an

increase in the nominal rate RN
t+1 is associated with an increase in inflation πt. In this model

contractionary monetary policy is still Fisherian in the long term: a persistent shock raises the

rate of inflation. But it is Keynesian in the short term; a temporary increase in the nominal

rate raises the real rate enough to lower inflation.

The intuition behind this result is as follows. The object of interest in this model and most

Monetarist models is the same, the spread between the real return on safe assets (bonds) and

the real return on money (deposits) (RB
t+1 −RD

t+1), which is proportional to the nominal rate

RN
t+1, which is the price of money. A contractionary shock widens this spread, making money

more expensive acting as a tax on real output. In many Monetarist models, the monetary

authority increases this spread by increasing the growth rate of the outside money supply,

which increases the rate of inflation πt+1, which lowers the real return on money RD
t+1, which

is equal to the inverse of inflation. πt+1 increases in response to a contractionary monetary

policy because (typically) an increase in πt+1 is the experiment studied in these models.34

In this model, the central bank implements a contractionary shock by increasing the price

the private financial sector charges for providing intermediation services, not by changing

πt+1. In other words, a contractionary shock increases the spread (RB
t+1 − RD

t+1) directly,

leaving the real return on money undetermined. The response of πt+1 to a contractionary

shock depends on the evolution of this spread (which is proportional to the nominal rate)

33The version of the model with sticky prices presented in the appendix additionally incorporates the standard
New Keynesian mechanism; there I show the marginal effect of sticky prices.

34Many Monetarist models also either do not include a cost channel linking the price of money to the real
economy, or focus on long term steady states, where, in both Monetarist and New Keynesian models as
well as in this model, an increase in the nominal rate generally produces an increase in the rate of inflation.
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and the evolution of the real return on safe assets RB
t+1 (the real rate), which through the Euler

equation is determined by the path of employment and real output. Due to the inside money

cost channel, output falls in response to a contractionary shock and then slowly recovers

to its steady state value, pushing the real rate up. In the baseline calibration, the real rate

increases by more than the nominal rate, which means the real return on money increases,

and inflation falls.

Figure 7 shows the response of key variables to a contractionary monetary shock (an in-

crease in vt) in the flexible price baseline model presented in section 2. This shock corresponds

to a temporary inward shift of the money supply curve in figure 2. The impulse responses

plotted below vary only in the persistence of the monetary shock (ρv). The shock is to the

monetary policy rule, which directly increases the target nominal rate, but as discussed in

section 2 the central bank targets the nominal rate by changing the level of central bank

reserves CBt+1, which change the magnitude of the constraint on the financial sector λRR
t .

The change in the quantity of central bank reserves is shown in the first panel of figure 7.

Figure 7: Baseline flexible price monetary shock, with three different persistence levels

The calibration is discussed below. The x-axis shows the number of quarters from the

initial monetary shock. Responses are shown in percent deviations from the steady state.

Interest rates are gross interest rates, meaning that a 1% increase in the nominal rate RN
t+1

relative to its steady state value, 1.05, corresponds to approximately an 105 basis point

increase in the nominal rate. Likewise, a 1% decrease in inflation relative to its steady state

value corresponds to about a 100 basis point decrease in inflation. For this experiment I
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assume that the central bank targets a fixed nominal rate RN
ss and does adjust this target in

response to inflation or employment (ϕπ = 0 and ϕL = 0).35

The least persistent of the three shocks plotted above produces the sharpest decline and

recovery in employment, output, and the wage. Through the Euler equation, this translates

into the largest increase in the real rate. Inflation is then determined by the difference between

the nominal rate and the real rate. Because in the least persistent case the real rate rises by

almost twice as much as the nominal rate, inflation falls by about 1%. Inflation also falls in

response to the second least persistent monetary policy shock, although because the decline

in output is not as sharp and the real rate therefore does not increase by as much, inflation

does not fall by as much.

In response to the most persistent of the three shocks, inflation increases. This is the

“Fisherian” inflation that is common in monetarist models. If the shock is permanent, the

resulting permanent increase in the nominal rate will correspond to a permanent increase in

inflation, because long run steady state real rate is determined only by time preference β. A

permanent increase in the nominal rate will also lead to a permanent decline in employment

and output, as illustrated in figure 5 in section 4.

5.2 Calibration

This section discusses the calibration of the baseline model, and the importance of each

choice for the key results of the paper. The baseline model is highly stylized, with very few

free parameters, and neither the steady state solution nor the impulse responses presented

above are intended to fully match reality. The goal of this section is to convince readers that

the mechanisms described above could be quantitatively relevant in an extended model with

a more serious calibration. Table 1 summarizes. Parameters are the same in the flexible price

and the sticky price model presented in the appendix, except for θ and ϕπ, as noted.

First, it is necessary to define the length of time that corresponds to one model period.

The baseline model is (a version of) a cash in advance model with unit velocity, and one

period corresponds to the length of time it takes for the stock of inside money to circulate

once. Empirically, the stock of inside money in the U.S. can be approximated by M2, which

measures the quantity of money deposited in checking accounts, savings accounts, and other

short-term saving vehicles.36 Comparing nominal M2 to nominal transactions, an appropriate

35See appendix for the response of the flexible price model with a full Taylor rule.
36As discussed in section 4, the model object Dt+1 does not correspond exactly to empirical deposits. M2 is
still, however, the most obvious empirical analogue.
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Name Parameter Value Target Notes

Preferences

Time preference β .961 RB
ss Di Tella et al, 2023

Frisch Elasticity η 2 ∼ Lt dynamics Standard: ≈ .5
CRRA γ 5 ∼ πt+1 dynamics Standard: at least 2

Technology

Relative fin. productivity AB
SS/A

F
SS 100 LF

t /Lt NIPA: ≈ 5%
Nominal frictions θ 0 / 0.9 PC slope Hazell et al (2022)

Policy

Steady state nominal rate RN
ss 1.052 πss NIPA: ≈ 2.3%

Response to inflation ϕπ 0 / 1.01 Depends on experiment
Response to employment ϕL 0 / 0 Depends on experiment
Reserve requirement ϕRR 0.25 Dt/CBt M2/M0 ≈ 5

length for one period about half a year.37 To keep with convention, I have relabeled the x-

axis of the impulses responses plotted above such that one period is one quarter, but in this

calibration one period is two quarters.

The second challenge is identifying the right measure for the steady state nominal rate.

In the baseline model the steady state nominal rate is a policy variable; as long as the reserve

requirement binds, the central bank can determine its value. I calibrate the steady state

nominal rate to match the “zero beta rate” in Di Tella et al. (2023).38 They find a annualized

real safe rate equal to about 8.3%; plus long-term inflation (∼ 2.3%) this translates to a two

quarter steady state nominal return of about 5.2%.

The intertemporal elasticity of substitution (IES), which with CRRA preferences is equal

to 1/γ, is important for generating a decline in inflation in response to a contractionary

monetary policy shock. The lower the IES, the larger the response of the real rate to changes

in output and employment. I set the IES to 0.2 (γ = 5), which is on the lower (but not

lowest) end of IES estimates consistent with the zero beta rate. A lower IES also helps with

the entrepreneurial risk results in the next section.

For inflation to fall in response to a contractionary monetary policy shock, the elasticity

of employment to the nominal rate must be high enough to generate an increase in the real

rate larger than the increase in the nominal rate. As illustrated in figure 2, the response

of employment to shocks that shift the money supply curve depends on the flatness of the

goods supply curve. To generate a sufficiently flat goods supply curve, I assume that the

37The velocity of money measure calculated by the Federal Reserve Bank of St. Louis and is generally between
1 and 2, but compares M2 to annualized quarterly GDP.

38Another possible approach to claibrating the nominal rate is to use the cash in advance market clearing
condition and the ratio of the spending on financial services to total GDP in the national accounts to
approximate the spread the financial sector earns, similar to the approach in Philippon (2015). However,
this approach conflates the role the financial sector as a provider of liquidity and as a provider of insurance.
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Frisch elasticity is 2; most micro estimates are closer to 0.5. However, I think it is reasonable

to assume that an extended model with a more serious calibration could generate a sufficiently

flat goods supply curve with a Frisch elasticity more in line with micro estimates. For example,

I discuss in section 4 how longer supply chains flatten the goods supply curve; if I assume

that each unit of output requires four money transactions, I can generate similar impulse

responses to those in figure 7 with a a Frisch elasticity of 1.39 I can do the same with a lower

IES (∼ 0.1).

Finally, I calibrate the ratio of the steady state values of financial sector and goods sector

productivities to roughly match the fraction of employment in the financial sector,40 and the

reserve requirement to match the ratio of central bank reserves to transactions.

6 Empirical support

This section discusses empirical support for my assumptions and for my framework more

generally. There are are least three ways I can approach empirically validating my framework:

1. Comparison of model predictions

First, I can compare the empirical predictions of my framework to the predictions of

other business cycle frameworks, or more specifically, the New Keynesian framework.

This is a bit of a challenge, partially because my primary result is to show that I can do

something the baseline New Keynesian model can also do (standard monetary policy),

but without sticky prices, and partially because the New Keynesian literature is so

large, I cannot say for sure that my model can do anything that a creatively extended

sticky price model cannot. However, there are some implications of my model that differ

significantly from the implications of the baseline New Keynesian model.

Most importantly, because the key relationship in my model is between employment

and the nominal rate and there is no New Keynesian Phillips curve (NKPC), the re-

lationship between employment, inflation, and expected inflation varies depending on

the type and persistence of shocks hitting the economy. Figure 8 plots the impulse

responses to identical monetary policy shocks in the baseline New Keynesian model

and the flexible price baseline model on axes that roughly correspond to expectations-

augmented Phillips curve (Phelps (1967)), Friedman (1968)). As there is technically no

39A unit of consumption would require four money transactions if, for example, the good was produced with
labor by an intermediary firm, and then sold to a retailer who also hires labor, before being sold to a final
consumer. Most goods require far more than four money transactions to reach the end consumer.

40This ratio does not move significantly over the business cycle, either in the data or in this model.

27



unemployment in either the baseline New Keynesian model or the flexible price baseline

in this paper, the x-axis plots the inverse of in employment relative to the steady state,

and the y-axis plots inflation minus expected inflation. The shocks are the same as in

figure 7; the only difference between the colored dots is the persistence of the monetary

policy shock generating the impulse responses. Because the NKPC has a fixed slope

determined by exogenous parameters, the slope in the left panel below does not vary in

response to changes in persistence. In contrast the slope in the right varies significantly

with changes in persistence. The light blue dots in the right panel of figure 8 corre-

spond to the light blue lines in figure 7, the “Fisherian inflation” case, which produces

an upward sloping Phillips curve.41

Figure 8: Impulse response generated Phillips curve in two models

There is widespread agreement that the slope of the naive (not expectations-augmented)

Phillips curve shifts over time; this was one of the reasons why economists started look-

ing at expectations-augmented Phillips curve in the first place. The literature on the

variability of the expectations-augmented Phillips curve is more divided. The difficulty

is that expectations are hard to measure. The easiest way to measure inflation expecta-

tions is to conduct surveys. Many survey measures of inflation expectations, especially

long-term inflation expectations, are slow-moving lag actual inflation, meaning that

estimates of the slope of the expectations-augmented Phillips curve calculated using

survey measures often resemble estimates of the slope of the naive Phillips curve. For

example, Figure 9, reproduced from the 2023 Economic Report of the President, shows

empirical expectations-augmented Phillips curve over two intervals. The red dots rep-

resent the four two quarters of 2024 (not included in the original figure). A more formal

41In the appendix, I show these plots for productivity shocks.
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cross-country exploration of Phillips curve slopes by Hobijn et al. (2023) confirms that

Phillips curve slopes seem to have changed recently, even controlling for expectations.

However, other measures, notably Hazell et al. (2022) estimate a relatively fixed slope

over time.

Figure 9: The expectations-augmented Phillips curve over two intervals

Both the baseline New Keyensian model and the flexible price baseline model produce

“Fisherian inflation” in response to persistent contractionary shocks, but it is substan-

tially easier to produce it here than in the New Keynesian model, consistent with this

paper’s monetarist roots. Previous papers have noted that, depending on the on the

use case, this can be seen as an advantage. Specifically, Barth III and Ramey (2001)

argue that a cost channel can help resolve the empirical “price puzzle”, where inflation

first rises and then falls in response to a monetary shock. While the existence of the

price puzzle is a subject to debate (Rusnák et al., 2013), it is possible to replicate it in

this framework, with a a slow-moving monetary shock (see appendix).

2. Validation of the “inside money cost channel”

Another way to validate my framework is to look for empirical support for my assump-

tions and their microeconomic implications. The primary difficulty of this approach is

finding appropriate empirical analogues for model objects. I give two examples.
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First, the money market clearing condition implies that there is a correlation between

real economic activity, i.e. employment and output, with the supply of money, and

because money is inside money, with gross private household debt.42 This turns out

to be true in the data, as shown in the figure 10, which plots the demeaned growth

rates of the Bank for International Settlements measure of total credit to the private

nonfinancial sector and the sum of GDP and Personal Income.43 Expansions in gross

private debt are associated with economic expansions; when debt is money, the economy

must go into debt to grow.

Figure 10: Correlation between growth of gross private debt and transactions

Second, regardless of the particular way I model monetary policy, a key idea is that

monetary policy affects the quantity and therefore the price of inside money provided

by the private financial sector, or in other words, the price of liquidity. Money is a

services flow; the financial sector creates liquidity, the ultimate measure of which is the

nominal rate. The baseline model does not model financial sector in detail and includes

42I compare real economic activity to gross debt instead of a more obvious measure of the money supply
like M2 because “deposits” in this framework does not exactly correspond to empirical deposits. Most
importantly, the only role of banks in this model is to provide liquidity; they do not perform another key
financial sector function, providing insurance. Deposits are also an important safe asset used for insurance
purposes, and as such their quantity may vary over the business cycle for other reasons.

43In a heterogeneous agent version of the model, the quantity gross debt may differ from transactions due to
the fluctuations in the quantity of of zero-sum debt. In figure 11, demeaning controls for trends in zero-sum
gross debt.
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only one nominal rate, but in reality there are a wide range of nominal rates. Assets

that are more liquid, either because they are easier to trade and use for payments,

or more useful for interbank clearing, generally pay lower nominal rates. If monetary

policy works by changing the price of liquidity, contractionary shocks should increase

the spreads between less liquid and more liquidity assets. Figure 11 shows the response

of the Federal Funds Rate, employment (total non-farm payroll), and a measure of

liquidity, the spread between the 3-month Treasury bill and the Federal Funds Rate, to

a Romer & Romer monetary policy shock.44 The relationship between liquidity spreads

and monetary policy is also discussed in Kashyap et al. (2002), Nagel (2016), and

Drechsler et al. (2018).

Figure 11: Response of liquidity spreads to a monetary policy shock

3. Avoidance of several known empirically sticky issues

There is a large literature that documents and proposes resolutions for empirical “puz-

zles” associated with the baseline New Keynesian model. A third, lazy way to empir-

ically validate my framework is simply to note that by avoiding sticky prices I avoid

these issues. For example, as previously discussed, the standard New Keynesian de-

terminancy constraint does not apply in the flexible price baseline model, making it

possible to study a variety of monetary policy rules. This is empirically relevant be-

cause historically (and recently) monetary policy has sometimes deviated from the set of

Taylor rules consistent with a determinant New Keyensian solution (Orphanides, 2003).

Also, in a New Keynesian models expansionary demand shocks (monetary or otherwise)

raise output by lowering firm markups. Demand-driven business cycles therefore gen-

erate countercyclical markups. The empirical evidence on the cyclicality of markups

44Impulse responses are calculated using the Jorda local projection method. Controls for this specification
are industrial production, VIX, & the S&P 500.
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is mixed, with many studies finding acyclicality and some finding procyclicality (e.g.

Nekarda and Ramey (2013)). Adjusting for time preference, there are no profits in the

the flexible price baseline model of this paper and the core mechanism does not de-

pend on fluctuations in profits or markups. Further, the flexible price model also avoids

the forward guidance puzzle, for example as documented by Del Negro et al. (2023).45

Fourth and finally, the flexible price mechanism does not, by definition, depend on

sticky prices, the empirical relevance of which has occasionally been challenged. (e.g.

Bils and Klenow (2004)).46.

7 Conclusion

In this paper I have presented a tractable flexible price business cycle model where the

key friction is that inside money produced by the private financial sector is necessary for

payments. The nominal rate is the cost of inside money, and increases in the nominal rate

driven either by monetary policy or by other shocks to the financial sector generate a declines

in aggregate employment and output. If the decline output is large enough, contractionary

shocks also lower inflation, a moment that can be hard to achieve in flexible price models.

The equilibrium of the model can be summarized by the intersection of two curves, the

goods supply curve and the money supply curve. Monetary policy shocks, financial shocks,

productivity shocks, and risk shocks (see appendix B) can be interpreted as temporary shifts

in these curves.

45In fact, there is no role for policy or inflation expectations at all in baseline flexible price model, which is a
weakness. However a role for expectations could be adding by introducing sub-period timing frictions, for
example.

46Another commonly cited issue with the New Keynesian framework is its implications for optimal policy. In
the baseline New Keynesian model welfare is maximized when net inflation and the output gap are both 0,
and the monetary authority can achieve this “divine coincidence” with a very aggressive Taylor rule. This
means, from an optimal policy point of view, there is no trade-off between output and inflation. This is
not true with a cost channel, as noted by Ravenna and Walsh (2006). As previously discussed in section 4,
optimal policy in this model is also not a Friedman rule.
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A Adding Sticky Prices

A.1 Model with sticky prices

The model is the same as in section 3, except that there is a continuum of consumption goods
indexed by i ∈ [0, 1], and a continuum of firms that each produce one type of consumption
good. Firms take consumer demand as a given, and optimally set prices (and markups)
to maximize profits. Prices are sticky; firms can reset prices in t with probability (1 − θ).
Households have a love of variety, with a constant elasticity of substitution ε between different
consumption goods.

The problem of the representative household is below. Households choose how much of
each type of consumption good ct(i) to demand, how much labor lSt to supply, what op-
timal prices pot (i) to set for individual goods yt(i) they produce, and the quantity of real
intermediation services dt+1 to provide, decisions that correspond to their roles as consumer,
worker, firm, and bank, respectively. Households also choose the quantity of real bonds bt+1

they hold; in the aggregate, this quantity will be negative, and correspond to the borrow-
ing necessary to back deposits used for payments to firms for consumption and to workers
to hire labor for firm and bank production. Each household is small and takes prices as a
given (except for firm prices pt(i), where demand is taken as a given and appears below as a
constraint), but because all households are identical in equilibrium individual quantities will
correspond to aggregate quantities. Pt is defined such that

∫
i
pt(i)ct(i)di = PtCt and is equal

to
(
∫i pt(i)

1−εdi
) 1

(1−ε) .

Household problem:

max
bt+1,ct(i),ℓSt ,p

o
t (i),dt+1

E
t

∞∑

τ=0

βt+τ x1−γ
t+τ

1− γ
xt ≡ ct −

ℓSt
1+η

1 + η
ct ≡

(
∫
i

ct(i)
(ε−1)

ε di
) ε

(ε−1)

s.t. Pt−1Wt-1ℓ
S
t-1 + ∫

i

pt-1(i)yt-1(i)di+ (RN
t − 1)Pt−1dt +RN

t Pt−1bt =

∫
i

pt(i)ct(i)di+ PtWt ∫
i

ℓFt (i)di+ PtWtℓ
B
t + Ptbt+1

yt(i) = AF
t ℓ

F
t (i)

yt(i) =
(
pt(i)
Pt

)−ε
Yt

pt+1(i) = θpt(i) + (1− θ)pot+1(i)

dt+1 = AB
t ℓ

B
t + CBt+1

dt+1 ≤
1

ϕRR
CBt+1

There are five first order conditions:
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First order conditions:

1
RN

t+1
= β

E[x−γ
t+1]

x
−γ
t

1
πt+1

(Euler equation)

ct(i) =
(
pt(i)
Pt

)−ε
ct (Consumption good demand)

ℓSt
η
= β

E[x−γ
t+1]

x
−γ
t

1
πt+1

Wt =
1

RN
t+1

Wt (Labor supply)

E
t

∞∑

τ=t

βθt+τ
[
x−γ
t+τ (

1
RN

t+τ+1

pot (i)

Pt+τ
− ε

ε−1
Wt+τ

AF
t+τ

)yt+τ (i)
]

(Firm optimal price setting)

1
Rn

t+1
(Rn

t+1 − 1)− (Wt

AB
t

+
λRR
t

x
−γ
t

) = 0 (Bank labor demand)

The fourth condition is standard for sticky price models – firms aim to minimize the
weighted deviations of their reset price from their marginal cost, plus a markup – except,
again, for the appearance of the nominal rate. Here the nominal rate acts as a tax on output,
raising prices further.

Market clearing is the same, where Ct is the aggregate analogue of representative house-

hold consumption ct, and Yt is defined as
(
∫i yt(i)

(ε−1)
ε di

) (ε)
ε−1 .

A.2 Solution with sticky prices

When prices are sticky and competition is imperfect, the solution to the model is almost
the same except for goods supply curve, which due to sticky prices additionally relates firm
marginal cost to current and future inflation. This equation can be interpreted as a New
Keynesian Phillips curve with a cost channel. In log-linearized form:1

π̂t =
(1−βθ)(1−θ)

θ
(ηl̂t + 2r̂Nt+1 − âFt ) + βE[π̂t+1] (Sticky price goods supply equation)

The term ηl̂t+2r̂Nt+1−âFt captures deviations from steady state marginal cost, and includes
the nominal rate because deposits are necessary for payments. Again, the square (here a 2)
is because two payments are necessary for each unit of consumption produced, from the
consumer to the firm and from the firm to the worker. This equation can be broken into
two separate equations, one equal to the flexible price goods supply curve, and the other a
Phillips curve relating inflation to the output gap.2 In the system below, values with a star
(e.g. l̂∗t ) are deviations from aggregate steady state values in the flexible price model, and

1Note that in New Keynesian models the nominal return on bonds that mature in t+1 is sometimes referred
to as RN

t ; here I am using the notation established earlier, where the nominal return on bonds that mature
in t+1 (bt+1) is R

N
t+1. Also note that, as with the flexible price system above, a full solution involves solving

for the share of goods sector employment in total employment LF
t /Lt and Xt = Ct − L1+η

t /1 + η.
2Ravenna and Walsh (2006) include a nominal interest rate gap term in their Phillips curve in order to analyze
optimal policy. However, in my analysis I assume that the monetary authority always sets r̂Nt+1 = r̂N∗

t+1.
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values without a star (e.g. l̂t)) are deviations from steady state values in the sticky price
model.

Sticky price, imperfect competition solution:

âFt − ηl̂∗t − 2r̂Nt+1 = 0 (Flexible price goods supply equation)

âBt − ηl̂t + (A
B
ss

L
η
ss
− 1)r̂Nt+1 − ( AB

ssλ
RR
ss

L
η
ssRN

ssX
−γ
ss

)λ̂N
t = 0 (Money supply equation)

r̂Nt+1 = ϕππ̂t + ϕLl̂t + vt (Monetary policy rule)

π̂t =
(1−βθ)(1−θ)

θ
η(ŷt − ŷ∗t ) + βE[π̂t+1] (New Keynesian Phillips curve)

x̂t =
−1
γ
(r̂Nt+1 − π̂t+1) + E[x̂t+1] (Euler equation)

This model differs from the baseline New Keynesian model in two ways. First, there is
an inside money cost channel. The baseline New Keynesian model always includes the last
three equations in the system above, which are essential for studying the response of ŷt,
ˆπt+1, and R̂N

t+1 to monetary policy and other “demand” shocks. The “flexible price goods
supply equation” is often not included because in New Keynesian models deviations of the
flexible price level of output from the steady state ŷ∗t typically depend only on deviations of
productivity from the steady state (âFt ). If productivity is fixed so is ŷ∗t . Here, however, l̂

∗
t

and therefore also ŷ∗t also depend critically on R̂N
t+1.

Second, there is a money supply equation. New Keynesian models sometimes include a
money demand equation that looks similar to the money supply equation but that relates
an exogenous supply of outside money to the nominal rate, like the textbook Keynesian LM
curve. The money supply curve instead relates λ̂RR

t to the nominal rate. Like New Keynesian
money demand equations, the money supply equation in this model is not essential for study-
ing the response of ŷt, π̂t+1, and R̂N

t+1 in response to monetary policy shocks; λ̂RR
t adjusts

so that the monetary policy rule is met. However, the difference in motivation widens the
scope for future analysis. For instance, as discussed in section 4, a more realistic model might
assume that the monetary authority has only partial control over the economy-wide nominal
rate R̂N

t+1 but full control over the Federal Funds Rate R̂FFR
t+1 , which impacts the financial

sector by changing the magnitude of some financial sector liquidity constraint λ̂FFR
t . When

monetary policy only has limited control over the inside money supply, changes in AB
t and

other financial shocks also impact the economy-wide nominal rate, and therefore employment
and output.

The difference between this sticky price model and the flexible price model is of course the
New Keynesian Phillips curve. In the flexible price model, the rate of inflation has no direct
impact on output (or utility), and is essentially just a residual determined by the nominal
rate, the real rate, and the Fisher equation. In the sticky price model, inflation is related to
the output gap via the Phillips curve. This also introduces indeterminancy. In the flexible
price model, as is standard in monetarist models, πt+1 is determined in t, the solution is
determinate for a variety of monetary policy rules. The standard New Keynesian issues apply
in the sticky price model; ϕπ ≥ 1 is a sufficient condition for determinism.
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A.3 Monetary policy analysis with sticky prices

The figures below compares the response of key variables to a contractionary monetary shock
in the sticky price and the flexible price baseline model. In figure 8, the persistence of the
monetary shock ρv is 0.65 and the flexible price impulse responses correspond to the the
medium persistence level in figure 7. In figure 9, the persistence of the monetary shock ρv is
0.8 and the flexible price impulse responses correspond to the the highest level of persistence
level in figure 7.

Figure A.1: Sticky vs flexible price responses, less persistent monetary shock

In the first scenario, when the monetary shock is less persistent, sticky prices actually
attenuate the impact of the monetary shock. This is because in this case the cost channel
causes the real rate to rise by more than the nominal rate, and so firms find it optimal to
increase prices. This is similar to what happens in a New Keynesian model in response to
a negative productivity shock, which also reduces flexible price output and therefore raises
the flexible price real rate compared to the nominal rate. In the baseline calibration, this
attenuation affect is modest; aggregate employment and output, and therefore the real rate,
fall by slightly less than in the flexible case price initially, which, through the Fisher equation,
leads to slightly positive inflation.3

3Note that with this calibration the sticky price model achieves something that a monetary shock in a model
where sticky prices are the only friction generally cannot: the nominal rate, the real rate, and inflation all
move in the same direction.
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Figure A.2: Sticky vs flexible price responses, more persistent monetary shock

In the second scenario, when the monetary shock is more persistent, sticky prices slightly
amplify the impact of the monetary shock. This is because in this case the cost channel
causes the flexible price real rate to rise, but by less than the nominal rate, and so firms find
it optimal to lower prices. However, this amplification is relatively modest, at least compared
to the impact of monetary policy on real variables in a model with only sticky prices (i.e. the
baseline New Keynesian model). This is because the increase in the flexible price real rate
due to the inside money cost channel lowers the difference between it and the nominal rate,
weakening the New Keynesian channel.

Together, the two figures above suggest that the flexible price inside money cost channel
and the New Keynesian sticky price mechanism are more substitutes than complements, when
it comes to jointly explaining the response of the nominal rate, inflation, and employment
to short term monetary policy shocks. If the response of employment to the nominal rate
is large enough to raise the flexible price real rate above the nominal rate and generate a
decline in inflation in the flexible price model, sticky prices reverse the decline in inflation. If
the response of employment to the nominal rate is not large enough to generate a decline in
inflation in the flexible price model (Fisherian inflation), sticky prices will reverse the increase
inflation, creating the expected negative correlation between the nominal rate and inflation,
but the overall impact on inflation will be small.

B Adding Entrepreneurial Risk

In the New Keynesian framework, monetary policy shocks change the real rate, which via
sticky prices and imperfect competition changes aggregate output. Monetary policy shocks
are interpreted as “demand shocks”, and so are a wide variety of non-productivity shocks that
impact the economy in the same way, including, for example, risk shocks and fiscal policy
shocks. In the sections above I have proposed a way to model monetary policy without sticky
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prices, and I have also argued that a wide variety of flexible price financial shocks impact
the economy in the same way. I have not, however, proposed an alternative way to model
non-monetary and non-financial “demand” shocks. To do this I am going to introduce a new
element, “entrepreneurial risk” and argue that shocks that either directly or indirectly impact
“entrepreneurial risk” correspond to shifts in the goods supply curve, and can be interpreted
as demand shocks.

B.1 Entrepreneurial risk simple example

Many papers have documented an inverse relationship between measures of risk and uncer-
tainty and measures of aggregate output, including Basu and Bundick (2017), Bloom et al.
(2018), and Di Tella and Hall (2022). However, in most flexible price macroeconomic models
increases in risk are expansionary. In this subsection I define “entrepreneurial risk”, contrast-
ing it with two types of risk more commonly found in macroeconomic models, “capital risk”
and “labor risk”, and explain why increases in entrepreneurial risk can generate flexible price
contractions where increases in capital and labor risk do not. I then characterize the impact
of entrepreneurial risk in a simple model without inside money.

In a standard representative agent real business cycle model, the only type of risk that
matters for aggregate output is “capital risk”. Increases in the volatility of firm productivity
affect aggregate output by increasing the volatility of the return on capital. The impact of
higher capital return volatility on aggregate capital investment and therefore output depends
on the household intertemporal elasticity of substitution (IES). If the IES is greater than one,
risk is contractionary. If the IES is less than one, the case consistent with most microeconomic
estimates, the precautionary motive dominates and risk is expansionary. Because an increase
in firm productivity volatility means that future consumption is more volatile, households
want to save more to insure themselves, and because in a representative agent real business
cycle model the only aggregate savings vehicle is capital, this precautionary motive leads to
an expansion in investment. Heterogeneous agent models commonly introduce another type
of risk, “labor risk”, which is often modeled as an idiosyncratic labor productivity process. In
a model with capital, an increase in the variance of idiosyncratic labor prodcutivity increases
the volatility of marginal utility and therefore impacts aggregate capital investment and
output through the same channel as capital risk Aiyagari (1994).

I define “entrepreneurial risk” as the risk incurred by firms who must hire productive
inputs (labor and capital) before they knowing how productive those inputs will be. Many
macroeconomic models assume that to produce output in t firms hire the labor and capital
in t, after productivity for t is realized, meaning that there is no entrepreneurial risk.4 En-
trepreneurial risk lowers demand for both labor and capital; the net impact on the economy
depends on the response of labor and capital supply. In a representative agent model where
labor that is hired in advance is the only production input, an increase in the volatility of

4Many macroeconomics models also do include entrepreneurial risk. For example, firm dynamics models that
assume that firms with idiosyncratic productivity must produce with privately owned capital instead of
rented capital include capital entrepreneurial risk. Labor market search models that assume labor must be
hired before productivity is realized include labor entrepreneurial risk.
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firm productivity is typically expansionary, because households respond to an increase in the
volatility of consumption by supplying more labor. But when households have GHH pref-
erences, there is no income effect and therefore no offsetting increase in labor supply, and
so an increase in entrepreneurial risk lowers employment.5 In a representative agent model
with only capital, the impact of entrepreneurial risk on investment is similar to the impact
of capital risk on investment. However, both capital and labor are productive inputs and
entrepreneurial risk lowers employment, the expected marginal product of capital can fall by
enough to also lower investment.

Below I write a simple representative agent problem where the only production input is
labor and the only friction is that labor must be hired in advance, i.e. households who operate
firms must choose the amount of labor they hire in t+ 1 in t, before productivity in t+ 1 is
realized. As in the baseline model in section 2, output is a linear function of firm labor, ℓFt .
In the aggregate, labor demand LF

t equals labor supply LS
t . Both firm productivity AF

t and
the volatility of firm productivity σF

t follow AR(1) processes.67

Household problem:

max
{ℓSt+1,ℓ

F
t+1}

E
t=0

∞∑

τ=t

βt+τ x1−γ
t+τ

1− γ
; xt ≡ ct −

ℓSt
1+η

1 + η

s.t. Wt+1ℓ
S
t+1 + AF

t ℓ
F
t = ct +Wt+1ℓ

F
t+1

lnAF
t = ρF lnAF

t-1 + (1 - ρF ) lnA
F
ss + σF

t−1ϵ
F
t

ln σF
t = ρσF ln σF

t−1 + σσF ϵσ
F

t

First order conditions:

x−γ
t Wt+1 = βE[x−γ

t+1]ℓ
S
t+1

η
(Labor supply)

x−γ
t Wt+1 = βE[x−γ

t+1A
F
t+1] (Labor demand)

→ Lη
t+1 =

E[X−γ
t+1A

F
t+1]

E[X−γ
t+1]

There are two first order conditions that after market clearing can be combined into one
expression for aggregate employment. The term on the right hand side of the last expression
above is decreasing in the volatility of firm productivity. In response to an increase in this

5More generally, an increase entrepreneurial risk is only contractionary in this model if the income effect is
weaker than the substitution effect. In the long term, empirical evidence suggests that the income effect
is slightly stronger than substitution effect, meaning that this mechanism is mostly relevant only in the
short-term mechanism.

6To keep things as simple as possible I assume there are no assets, but adding a zero-sum bond would not
change the problem.

7Wages are paid in advance, and the background assumption is that workers who are paid in t can costlessly
commit to working the agreed upon amount of labor ℓt+1 in t+1. If alternatively I wrote the problem such
wages were agreed upon in advance but not paid until t+ 1, the main insights would be the same.
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risk, employment and therefore aggregate output falls.

B.2 Model with entrepreneurial risk

The simple example in the subsection above is an entirely real model; there is no money and
the price level is not defined. To study the impact of risk on inflation, I now add labor in
advance to the baseline model presented in section 3. Timing gets somewhat complicated:
due to the combination of labor in advance and debt payments, firms that hire labor in t to
produce output in t+ 1 do not get the revenue from that output in t+ 2. The flexible price
household problem is written below. I assume that only firm labor must be chosen in advance;
banks chose the amount of labor they hire to produce intermediation services knowing period
productivity AB

t . The household chooses the amount of labor it supplies to firms in t + 1,
ℓS,Ft+1, and the amount of labor it supplies to banks in t, ℓS,Bt , separately.

Household problem:

max
bt+1,ℓ

S,F
t+1 ,ℓ

S,B
t ,yt+1,dt+1

E
t

∞∑

τ=0

βt+τ x1−γ
t+τ

1− γ
xt ≡ ct −

ℓSt
1+η

1 + η

s.t. Pt−1W
F
t ℓS,Ft + Pt−1W

B
t−1ℓ

S,B
t−1 + Pt−1yt-1 + (RN

t − 1)Pt−1dt +RN
t Pt−1bt =

Ptct + PtW
F
t+1ℓ

F
t+1 + PtW

B
t ℓBt + Ptbt+1

yt = AF
t ℓ

F
t

ℓSt = ℓS,Ft + ℓS,Bt

dt+1 = AB
t ℓ

B
t

dt+1 ≤
1

ϕRR
CBt+1

The simple closed form solutions from the baseline model are not obtainable due to the
addition of entrepreneurial risk and the two-period delay between the labor market and the
maturation of firm and bank revenue. However, the intuition from the simple example above
and the intuition from the baseline model developed in sections 3, 4, and 5 do not change.
Figure 14 shows the response of key variables to a shock that doubles the volatility of firm
productivity, when monetary policy targets a fixed nominal interest rate.8

To generate a deflation in response to a contractionary risk shock, it is important that
the shock be not very persistent. Increases in risk put downward pressure on the real rate,
and the fall in output must be large and rapid enough to outweigh this downward pressure
and increase in the real rate. This shock can be thought of as a sudden spike in uncertainty,
for instance in response to a financial crisis or other world event, both severe and short lived.
I discuss the calibration further in subsection 6.4.

8When monetary policy does not target a fixed nominal rate the equilibrium nominal rate declines slightly,
consistent with an inward shift in the goods supply curve.
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Figure B.3: Risk shock

B.3 Entrepreneurial risk model discussion

The bullets below clarify how the entrepreneurial risk mechanism outlined above works and
how it should be interpreted, and briefly discuss applications relating to finance and fiscal
policy.

• Insurance increases output (finance & fiscal policy matter)

As can be seen in the expression in section 6.1, both increases in the volatility of
firm productivity and increases in volatility of household consumption can lead to de-
clines in employment and output. This means that increases in other types of risk,
for example idiosyncratic labor productivity risk, can also generate contractions. Sim-
ilarly, shocks or policy responses that increase insurance and lower the volatility of
household consumption can be expansionary. For example, in a heterogeneous agent
model with entrepreneurial risk temporary increases in unemployment insurance or in
redistributionary transfers, both of which were U.S. fiscal policy responses to the 2020
COVID recession, could be expansionary. Further, in a heterogeneous agent model with
entrepreneurial risk shocks that impact the financial sector would affect aggregate em-
ployment and output not only through the inside money cost channel, but also by
affecting the provision of private insurance.

• This mechanism can be interpreted as a flight to safety

Labor hired in t does not produce revenue until t+2, and firms (entrepreneurs) do not
know the productivity of labor when they hire it. Wages can therefore be interpreted as
risky “equity”. Specifically, PtWt+1ℓ

F
t+1 can be relabeled as firm equity eFt+2 and Pt+1yt+1

can be relabeled as the return on equity RE
t+2e

F
t+2, where RE

t+2 ≡
At+1

Wt+1

Pt+1

Pt
. Both risk

and inside money act like taxes on output, pushing the wage below the productivity of
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labor. When risk, perceived risk, or risk aversion increases, households lower amount of
equity they hold. The safe asset in this scenario is leisure.

• “Equity” can be either investment OR consumption

I have defined entrepreneurial risk as the risk incurred because the productivities of
productive inputs are unknown prior to production. Firms (or banks) can be the parties
exposed to this risk, as in the problem above, but consumers can also be exposed to
this risk. For example, a consumer who purchases a car does not know how much
utility that car will ultimately provide at the time they purchase it. The conversion
from the productive inputs that went into the making of the car (labor and capital)
to final consumption units is unknown, and the consumer is the one exposed to this
entrepreneurial risk. Empirically, therefore, a flight to safety caused by an increase in
risk can be interpreted either as a decline in demand for investment, or a decline in
demand for consumption. This flexibility of interpretation widens the scope for possible
applications.

B.4 Entrepreneurial risk model Calibration

The calibration of the parameters in the extended model including entrepreneurial risk is
the same as for the baseline model presented in section 5.4. Here I briefly discuss the role
of γ and η. As noted in subsection 6.1, risk is typically expansionary in models with only
“capital risk”, because the precautionary motive dominates when the IES is less than 1. An
increase in capital risk in a model with an IES less than 1 can be contractionary in sticky
price models, but usually only with an IES that is close to 1. Higher risk aversion generally
increases the likelihood that a risk shock will be contractionary, but with standard CRRA
preferences risk aversion is the inverse of the IES; if the IES is high, risk aversion is low. Basu
and Bundick (2017) use Epstein-Zin preferences to show that in a model with sticky prices,
high risk aversion, and an IES slightly below 1 risk shocks are contractionary. However, in
this paper, the combination of entrepreneurial risk and GHH preferences means that a lower
IES does not make an expansion in response to risk more likely. Higher values of γ produces
larger contractions. Generating a decline in risk that is also deflationary is slightly difficult,
because through the Euler equation risk pushes down the real rate at the same time that the
decline and recovery in output pushes it up. Generating a large output response to a decline
is risk is therefore important, and the low η from the calibration in 5.4 helps achieve this.

C Additional discussion & figures

Building on section 4, the point of this appendix is to clarify some things about how the
baseline flexible price model works that may not be clear after reading the main body of the
paper.

• Quantity equation

A version of the familiar quantity equation is implicit in this model. Starting from the
cash-in-advance market clearing condition and multiplying by some price level implies:
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Dt+1 = Ct +WtLt

PtDt+1 = Pt(Ct +WtLt)

D̃t+1Vt = PtTt

Where D̃t+1 is the nominal quantity of inside money, Vt is velocity, Pt is the price
level and Tt is the quantity of real transactions Ct +WtLt. As in most cash in advance
models, Vt is fixed at 1; the modeling assumption is that Dt+1 is the quantity of real
intermediation services needed for Tt to circulate once. Note that because I assume both
transactions in the goods market and transactions in the labor market require money,
Tt ̸= Yt and the commonly written but less precise version of the quantity equation
MtVt = PtYt does not hold.

The quantity equation is an identity and not controversial. The “quantity theory of
money” usually refers to the idea that the nominal quantity of money (here D̃t+1) is
set by some monetary or fiscal authority and velocity Vt is fixed, and that therefore
the price level Pt is determined by the ratio of the exogenous nominal quantity of
money to the quantity of real output (or more precisely transactions). In this model,
the real quantity of money Dt+1 is determined by profit-maximizing private financial
institutions. The rate of inflation πt is determined by market clearing in period t−1; in
other words, given some Pt−1, Pt is determined in t− 1. Real outcomes do not depend
on Pt−1, which is a free variable.9

Of course, when money is measured as either the nominal quantity of central bank
reserves or more commonly as the nominal quantity of deposits (M2), empirically ob-
served velocity is not constant. Volatile empirical velocity is consistent with this model
only if the model object Dt+1 is not literally equal to empirical deposits. The model
object Dt+1 is defined precisely as the quantity of real debt that is used for transactions.
Empirical deposits are best thought of as some combination of Dt+1 and safe interper-
sonal (zero-sum) debt, the gross quantity of which is undefined in this representative
agent model. Observed declines in empirical velocity (the ratio of M2 to nominal GDP)
during recessions could be explained by an increased demand for safe deposits relative
to other forms of interpersonal debt.

• Expectations

In the flexible price baseline there is no role for expectations except through the Euler
equation.10 Rt+1, πt+1 and Pt+1 are all determined in t. One way to introduce expec-

9It is therefore technically accurate to say that in the baseline flexible price model money is neutral: a one
time unanticipated increase in the price level will not change anything about the real economy. But money
is not superneutral, and real money is necessary for exchange.

10If monetary policy is expected to contract in t+ 1 (an increase in RN
t+2) this will translate to a decline in

expected output and employment in t+1 and a decline in RB
t+1. In the “free banking” case this would have
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tations or uncertainty about the price level would be to assume sub-period timing, or
specifically to assume that consumers and employers must obtain deposits for transac-
tions in t before they know what the price level in t will be.

• Profits

In the baseline “free banking” flexible price model, both firms and banks are competitive
and there are no real economic profits after adjusting for time preference (discounting).
This is shown for both the firm and bank problems below.

Firm labor demand FOC: Bank labor demand FOC:

Wt =
1

RN
t+1

AF
t Wt = (1− 1
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Note that real economic profits and nominal period cash flow are not the same. For
firms, for example, per period cash flow in t is Pt−1A

F
t−1ℓ

F
t−1−PtWtℓ

F
t in nominal terms

and 1
πt
AF

t−1ℓ
F
t−1 −Wtℓ

F
t in real terms. In the steady state this is also zero, but may can

vary out of the steady state.

In the flexible price model where the reserve requirement restricts the quantity of inside
money produced, profits are positive and increasing in λRR

t . However this may not be
the case in a more complex model featuring, for instance, maturity transformation. In
the flexible price model with entrepreneurial risk presented in section 6, increases in risk
push the wage below marginal product and, assuming firms and banks are the ones who
are compensated for that risk, increase aggregate profits. In this way the model behaves
similarly to the New Keynesian aggregate demand mechanism. However, as discussed
in 6.3, if consumers bear the entrepreneurial risk, the correlation between profit rates
and output is not necessarily countercyclical.

• Free banking Monetarist IS-LM

The figure below shows the solution of the model in the baseline calibration when the
reserve requirement is not binding (λRR

t = 0)

no impact on real variables in t, and in the baseline case with only labor this would only impact t if the
monetary policy rule responds to inflation; however in models with capital this would impact investment.
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Figure C.4: Free banking Monetarist IS-LM

• Separable preferences Monetarist IS-LM

The main results of sections 1-5 go through with separable preferences. The equations
below characterize the solution of the flexible price baseline in this case.

Flexible price, perfect competition solution with seperable preferences:

Lη
t = ( 1
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)2
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πss
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Lss

)ϕLvt (Monetary policy rule)

1
RN

t+1
= β

E[C−γ
t+1]

C
−γ
t

1
πt+1

(Euler equation)

The separable version of figure 2 is below. The main difference between the models
is that the “IS” curve is steeper, indicating that money has less of an impact on the
economy.
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Figure C.5: Monetarist IS-LM with Separable Preferences

• Reactive Taylor rules

In the flexible price baseline calibration for figure 7 I assumed that the monetary au-
thority targeted a steady state nominal rate, and that this target was only changed due
to exogenous monetary policy shocks: RN

t+1 = RN
ssvt. This simple rule allows for possibly

the cleanest monetary policy experiment. In the sticky price model, the model is not
deterministic without a reactive monetary policy rule (ϕπ > 1). When ϕπ = 1.01 in the
sticky price model, dynamics change, as shown in figure B.2.

Figure C.6: Flexible price monetary shock with Taylor Rule

The core dynamics are the same; the nominal rate determines the path of employment
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and output, which determines the path of the real rate, which determines inflation
(through the Euler equation). A more persistent increase in the nominal rate (which,
interestingly, corresponds to a less persistent initial shock) means that the real rate
grows by less; in the case above this results in an increase in inflation. The major dif-
ference is that when the monetary rule induces a positive relationship between inflation
and the nominal rate, this can lead to very persistent deviations in those values, and
subsequently also employment and output, from the steady state.11

• Price puzzle

Below is a simple example showing how the model can produce, to a first order, the
“price puzzle”, where prices first rise in response and then fall in response to a contrac-
tionary monetary policy shock. The figure was produced by manipulating the shape
of the monetary shock such that the path of the nominal rate becomes more convex
over time, which in turn creates a path of output and a path of the real rate such that
inflation first increases and then decreases relative to the steady state.

Figure C.7: Price puzzle example

• Monetary shock with entrepreneurial risk

The figure below shows the response of the model to a monetary shock in the en-
trepreneurial risk model. The persistence and size of the shock is the same as in the
“middle” case of figure 7. The response of employment, output, the real rate, and infla-
tion is greater than in the baseline flexible price model, suggesting that entrepreneurial
risk amplifies the inside money cost channel.

11When ϕφ = 1, a shock can result in a permanent change.
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Figure C.8: Flexible price monetary shock with entrepreneurial risk

• Impulse response to a positive firm productivity AF shock

Figure C.9: Firm productivity shock

• Impulse response to a large decrease in bank productivity AB (a “financial crisis” shock)
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Figure C.10: “Financial crisis” shock

• Response of the expectations-augmented Phillips curve to identical productivity shocks
in flexible price vs sticky price model. Note that in the flexible price model slope also
depends on the monetary rule and the response of the nominal rate to the productivity
shock.

Figure C.11: Productivity shocks & Phillips curves

• Entrepreneurial risk in the free banking case (∼ inward “IS” curve shift)
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Figure C.12: Entrepreneurial risk in the free banking case

54


	Introduction
	Literature
	Baseline Model
	Model
	Market clearing
	Flexible price solution

	Discussion 
	Goods supply equation
	Money supply equation

	Monetary policy analysis 
	Impulse response
	Calibration

	Empirical support
	Conclusion
	Adding Sticky Prices
	Model with sticky prices
	Solution with sticky prices
	Monetary policy analysis with sticky prices

	Adding Entrepreneurial Risk
	Entrepreneurial risk simple example 
	Model with entrepreneurial risk
	Entrepreneurial risk model discussion
	Entrepreneurial risk model Calibration

	Additional discussion & figures 

