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Abstract

In credit scoring, machine learning models are known to outperform standard para-
metric models. As they condition access to credit, banking supervisors and internal
model validation teams need to monitor their predictive performance and to identify
the features with the highest impact on performance. To facilitate this, we introduce
the XPER methodology to decompose a performance metric (e.g., AUC, R2) into spe-
cific contributions associated with the various features of a classification or regression
model. XPER is theoretically grounded on Shapley values and is both model-agnostic
and performance metric-agnostic. Furthermore, it can be implemented either at the
model level or at the individual level. Using a novel dataset of car loans, we decompose
the AUC of a machine-learning model trained to forecast the default probability of loan
applicants. We show that a small number of features can explain a surprisingly large
part of the model performance. Furthermore, we find that the features that contribute
the most to the predictive performance of the model may not be the ones that contribute
the most to individual forecasts (SHAP). We also show how XPER can be used to deal
with heterogeneity issues and significantly boost out-of-sample performance.
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1 Introduction

Why is the AUC of a given machine learning model equal to 0.7? Which features mainly

explain this performance? What are the contributions of the different features to the MSE of a

regression model? To answer these questions, we develop and apply a general methodology,

called eXplainable PERformance (XPER), which measures the marginal contribution of a

particular feature to the predictive performance of a regression or classification model.

Being able to identify the driving forces of the performance of a predictive model is cru-

cial in the context of credit scoring, where complex and opaque machine learning models are

increasingly being used by banks and fintechs. Such decomposition is of primary importance

both for banking supervisors and internal model validation teams at banks as they need to

understand why a given model is working or not, and for which types of borrowers. Further-

more, it also permits to address heterogeneity issues by identifying groups of individuals for

which the features have similar effects on performance. One can then estimate group-specific

models to improve overall performance and make sure the credit scoring model operates ef-

fectively for all borrowers. In this paper, we propose an application where we use XPER to

decompose the AUC of a scoring model forecasting loan defaults and to identify the features

with the strongest impact on the AUC.

The XPER framework is based on Shapley values (Shapley (1953)). While the latter
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decomposes a payoff among players in a game, XPER values decomposes a performance

metric (e.g., AUC, R2) among features in a model. More precisely, XPER breaks down the

difference between a performance metric and a benchmark value among the various features of

the model. Formally, an XPER value is defined as the weighted average marginal contribution

of a given feature to a performance metric, obtained in a set of coalitions of other features.

For instance, evaluating the XPER value of x1 in a three-feature model implies to assess the

incremental performance due to x1 by successively considering four subsets or coalitions of

features: one coalition including no features, only x2, only x3, and both x2 and x3.

The application of the Shapley methodology in the context of model performance expla-

nation is not trivial. Indeed, many Shapley values can be defined given the assumptions

made on the model, the data, and the features excluded from the coalitions (see for instance

Strumbelj and Kononenko (2010), Redell (2019), Kumar et al. (2020), Sundararajan and

Najmi (2020), and Aas et al. (2021)). In this paper, we define XPER values by considering

the expectation of the performance metric with respect to the joint distribution of the target

variable and of the features which are excluded from the coalition. A key advantage of this

definition is that the benchmark value has a meaningful interpretation: it corresponds to

the performance metric that we would obtain on a hypothetical sample in which the target

variable is independent from all the features included in the model, i.e., a fully misspeci-
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fied model with irrelevant features. Moreover, our method does not require to re-estimate

the model (à la Grömping (2007)) nor to pick ad-hoc values for features excluded from the

coalition (à la Israeli (2007)).

XPER offers several other advantages. First, as the XPER decomposition is based on

Shapley values, it is theoretically grounded and XPER values satisfy several desirable axioms.

Second, XPER is model-agnostic as it permits to interpret the predictive performance of any

econometric or machine learning model. Third, it is metric-agnostic as it can break down any

performance metric: e.g., predictive accuracy (AUC, Gini, accuracy), goodness of fit (R2),

information criterion (AIC, BIC), statistical loss function (MSE, MAE, Q-like), or economic

performance metric (profit-and-loss function). Fourth, XPER can be implemented either at

the global level or at the local level. At the global level, the XPER value of a given feature

measures its contribution to the performance of the model. At the local level, the XPER

value of a given feature measures its contribution to the model performance that comes from a

given individual. Finally, as the number of coalitions grows fast with the number of features,

we propose two estimation procedures: an exact one when the number of features remains

moderate and an approximated one, which is a modified version of the Kernel SHAP method

of Lundberg and Lee (2017).

We apply our methodology in the credit scoring context. Using a novel, balanced dataset
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of auto loans provided by an international bank, we demonstrate the usefulness of XPER for

decomposing the AUC and other performance metrics of a machine-learning credit scoring

model. We show that a small number of features can explain a surprisingly large part of the

model performance. Furthermore, the empirical analysis confirms that XPER values differ

from standard feature importance metrics. More importantly, we show how to use XPER to

boost model performance. To do so, we build homogeneous groups of individuals by clustering

them based on their individual XPER values. By construction, within a given group, the

features tend to have similar effects on performance (same sign, same strength). We then

show that estimating group-specific models yields to a much higher predictive accuracy than

with a one-fits-all model.

Our paper contributes to the burgeoning literature on eXplainable Artificial Intelligence

(XAI) (Murdoch et al., 2019; Molnar, 2020; Gelman and Vehtari, 2021). One well-known

limitation of AI and machine learning methods comes from their opacity and lack of ex-

plainability. Most of these algorithms are considered as black boxes in the sense that the

corresponding outcomes cannot be easily explained to final users nor related to the initial fea-

tures (Sun and Wang, 2021). Recently, many explainability methods have been designed to

explain black-box models by measuring which features most affect its predictions (see Molnar

(2020); Zhao and Hastie (2021); Horel and Giesecke (2022); Liu and Ročková (2023)). One of
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the most impactful XAI methods is the Shapley additive explanation (SHAP) of Lundberg

and Lee (2017), which distributes the prediction of a model among its features (see also Sun-

dararajan et al. (2017); Lundberg et al. (2018); Sundararajan et al. (2020); Casalicchio et al.

(2019); Bowen and Ungar (2020); Aas et al. (2021)). While model predictive performance

obviously depends on predictions, the contribution of a feature to the performance metric

also depends on the true value of the target variable. Our contribution to this literature is

to decompose any performance metric using an XAI approach.

Our paper also contributes to the statistical literature on the decomposition of perfor-

mance metrics. Numerous methods have been proposed for the MSE (Theil, 1971; Ahlburg,

1984), for various inequality measures (Bourguignon, 1979; Shorrocks, 1980, 1982), and for

the R2 (see Grömping (2015) for a survey and Lindeman et al. (1980), Kruskal (1987), Chevan

and Sutherland (1991), Johnson (2000), Lahaye and Neely (2020)). Other studies break down

performance metrics using Shapley values (Stufken, 1992; Israeli, 2007; Grömping, 2007; Re-

dell, 2019; Casalicchio et al., 2019; Williamson and Feng, 2020; Williamson et al., 2021a,b;

Borup et al., 2022). Most of these decompositions are specific to a performance metric and to

a model. Furthermore, some of them imply to re-estimate the model with different subsets of

features, which may lead to omitted variable bias. Others use ad-hoc values for the features

excluded from the coalitions. In contrast, XPER does not require such an assumption, nor
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any re-estimation, and is metric/model agnostic.

The rest of this paper is structured as follows. We introduce our framework of analysis

and the concept of performance metric in Section 2. Section 3 introduces the XPER value

decomposition of performance metrics and Section 4 provides some simulation results. Section

5 presents the empirical application and Section 6 concludes the paper and discusses further

applications.

2 Framework and performance metrics

We consider a classification or regression problem involving a target variable, denoted y,

taking values in Y = {0, 1} or Y ⊆ R given the problem considered. The q-vector x ∈ X ⊆ Rq

refers to the input features. We denote by f : x → ŷ an econometric model or a machine

learning algorithm, where ŷ ∈ Y is either a classification output or a regression output, such

as ŷ = f(x). We impose no constraint on the model: it may be parametric or not, linear

or not, a weak learner or an ensemble method, etc. For simplicity, for parametric models

we exclude the parameters from the notation, i.e., f(x) ≡ f(x; θ). The model is estimated

(parametric model) or trained (machine learning algorithm) once for all on a training sample

ST = {xj, yj}Tj=1. The sample size T is considered as fixed. The trained model, denoted f̂(.),

is evaluated on a test sample Sn = {xi, yi, f̂(xi)}ni=1 with a performance metric (PM). A PM

is defined as an assessment measure of the model predictive performance, e.g., MSE, MAE,
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or R2 for regression models or, AUC, Brier score, or Gini index, for classification models.

More generally, any information criteria, loss function, or economic performance indicator

can be considered as PM.

Definition 1. A sample performance metric PMn ∈ Θ ⊆ R associated to the model f̂(.) and

the test sample Sn, is defined as PMn = G̃n(y1, ..., yn; f̂(x1), ..., f̂(xn)) = Gn(y;X), where

y = (y1, ..., yn)
′ and X = (x1, ..,xn)

′.

For instance, Θ = [0, 1] for AUC or R2, and Θ = R+ for MSE or MAE. We introduce the

following three assumptions on the PM.

Assumption 1. The sample PM increases over Θ with the predictive performance.

Assumption 1 simplifies the interpretation of the PM. For instance, the AUC satisfies this

assumption, as the higher it is, the better the model is at distinguishing between positive

and negative classes. Differently, when dealing with PMs that are negatively correlated with

performance, e.g. MSE, we need to consider the opposite of the metric.

Assumption 2. The sample PM satisfies the following additive assumption:

Gn(y;X) =
1

n

n∑
i=1

G(yi;xi; δ̂n), (1)

where G(yi;xi; δ̂n) denotes an individual contribution to the PM, and δ̂n is a nuisance pa-

rameter which depends on the test sample Sn.
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For simplicity, we only consider models for which the outcome yi for instance i only depends

on features xi = (xi,1, ..., xi,n)
′ . For regression or classification models with cross-sectional

interactions (e.g., spatial econometrics model) or time-series dependence, notations have to

be adjusted such that ŷi = f̂ (wi), where xi ⊆ wi, ∃j ̸= i : xj ⊆ wi and/or yj ⊆ wi. Then,

the additive assumption becomes Gn(y;X) = n−1
∑n

i=1G
(
yi;wi; δ̂n

)
.

Assumption 3. The sample metric Gn(y;X) converges to the population performance metric

Ey,x(G(y;x; δ0)), where Ey,x(.) refers to the expected value with respect to the joint distribution

of y and x, and δ0 = plim δ̂n. In addition, Ey,x(G(y;x; δ0)) exists and is finite.

These assumptions are consistent with a wide range of PMs. In Appendix A, we detail

G (y;x; δ0) for standard PMs associated to regression or classification models. For instance,

in the case of a linear regression model f̂(x) = xβ̂, when the R2 is used as PM, we have:

R2 = Gn(y;X) =
1

n

n∑
i=1

G(yi;xi; δ̂n) = 1−
∑n

i=1(yi − xiβ̂)
2∑n

j=1(yj − ȳ)2
, (2)

with G(yi;xi; δ̂n) = 1 − δ̂−1
n (yi − xiβ̂)

2 and δ̂n = n−1
∑n

j=1(yj − ȳ)2. The corresponding

population R2 is defined as Ey,x(G(y;x; δ0)) = 1 − 1
σ2
y
Ey,x

(
(y − xβ̂)2

)
, with G(y;x; δ0) =

1− δ−1
0 (y − xβ̂)2 and δ0 = σ2

y the variance of the target variable.
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3 XPER values

3.1 Definition

Our objective is to identify the contribution of the model’s features to its predictive per-

formance, as evaluated by a PM on a given sample. We measure this contribution through

Shapley values (Shapley, 1953), a method used in game theory to fairly distribute a payoff

V al(x1, ..., xq) among several players x1, ..., xq. The Shapley value ϕj measures the marginal

impact of a player xj on the payoff by assessing the changes in V al(x1, ..., xq) when this

player is added or not to a coalition of players already in the game. Denote by xS the

vector of players included in a coalition S and xS the vector of excluded players, such that

{x} = {xS} ∪ {xS} ∪ {xj} and x = (x1, ..., xq). The Shapley value is then defined as the

weighted average of the marginal contributions associated with all possible coalitions S.

Definition 2 (Shapley (1953)). The Shapley value contribution of player xj to the payoff is:

ϕj =
∑

S⊆P({x}\{xj})

ωS

[
V al(xS ∪ {xj})− V al(xS)

]
, (3)

ωS =
|S|! (q − |S| − 1)!

q!
, (4)

with V al(.) the payoff, S a coalition of players, excluding the player of interest xj, |S| the

number of players in the coalition, and P({x} \ {xj}) the powerset of the set {x} \ {xj}.

By analogy, we decompose the performance metric Ey,x(G(y;x; δ0)) (the “payoff”) among
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the features x1, ..., xq (the “players”) of the model f̂(x) (the “game”). The main difference

with the previous notations is that the payoff V al(x; y) = Ey,x(G(y;x; δ0)) depends on the

joint distribution of the features x1, ..., xq and the target variable y. Formally, we define

XPER as the Shapley value associated to the performance metric Ey,x(G(y;x; δ0)) and to the

model f̂(x).

Definition 3 (XPER). The XPER value associated to the feature xj is defined as:

ϕj =
∑

S⊆P({x}\{xj})

ωS

Ey,xj ,xS︸ ︷︷ ︸
averaging

ExS︸︷︷︸
marginalisation

(G (y;x; δ0))− Ey,xS︸ ︷︷ ︸
averaging

ExjxS︸ ︷︷ ︸
marginalisation

(G (y;x; δ0))

 ,

with S a coalition of features, excluding the feature of interest xj, P({x} \ {xj}) the powerset

of the set {x} \ {xj}, and ωS the coalition weight.

The XPER value ϕj measures the weighted average marginal contribution of the feature

xj to the PM over all features coalitions. For each coalition, the marginal contribution of xj is

defined as the difference between the expected values of (1) the PM obtained while including

this feature in the coalition and (2) the PM obtained while excluding this feature from the

coalition. In Definition 3, the term ExS refers to the marginalisation with respect to the fea-

tures which are excluded from the coalition S. The second expectation Ey,xj ,xS (G (y;x; δ0))

refers to an averaging effect, i.e., expectation with respect to the joint distribution of the

features xS included in the coalition with xj, and the target variable y.
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As an illustration, we consider a three-feature model f̂(x1, x2, x3) and pick x1 as the

feature of interest. In Table 1, we report all the coalitions among the set {x2, x3} (column

1), the associated weights computed according to Equation 4 (column 2), and the marginal

contributions (column 3) used to compute the XPER value ϕ1. For instance, when considering

a coalition with only x1, we first compute the expectation of the PM with respect to the joint

distribution of excluded features x2 and x3, i.e., Ex2,x3(G̃(y, f̂(x1, x2, x3))). This corresponds

to a marginalisation of the PM with respect to the features which are excluded from the

coalition. Then, we consider the expectation of the PM with respect to the joint distribution

of the features included in the coalition and the target, i.e., y and x1 in our example. Thus,

we get an expected value Ey,x1Ex2,x3(G̃(y, f̂(x1, x2, x3))), where the first expectation refers to

the averaging effect, whereas the second one refers to the marginalisation effect. The Shapley

value is then computed by summing the weighted differences in the expected PM obtained

with or without the feature of interest, for all the coalitions of other features.

Table 1: Components of ϕ1 in a three-feature model

S ωS Ey,x1,xSExS (G (y;x; δ0))− Ey,xSEx1,xS (G (y;x; δ0))

{∅} 1/3 Ey,x1Ex2,x3 (G (y;x; δ0))− EyEx1,x2,x3 (G (y;x; δ0))
{x2} 1/6 Ey,x1,x2Ex3 (G (y;x; δ0))− Ey,x2Ex1,x3 (G (y;x; δ0))
{x3} 1/6 Ey,x1,x3Ex2 (G (y;x; δ0))− Ey,x3Ex1,x2 (G (y;x; δ0))

{x2, x3} 1/3 Ey,x1,x2,x3 (G (y;x; δ0))− Ey,x2,x3Ex1 (G (y;x; δ0))

Note: This table provides details about the XPER value computation, i.e., the coalitions (column 1), the
associated weights according to Equation 4 (column 2), and the marginal contributions (column 3).

One advantage of our marginalisation-based approach is that there is no need to re-
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estimate any sub-model for each subset of features. We consider the expected value of the

PM with respect to the features xS excluded from the coalitions, while leaving the model f̂(x)

unchanged. An alternative solution would consist in estimating a submodel for each subset

of features. For example, for a model with three features x1, x2, x3, the computation of the

Shapley value associated to x1 would require to estimate four sub-models, namely without

any feature, with x2 only, with x3 only, and with x2, x3, and then to re-estimate the same sub-

models while including x1 as an additional feature. This approach was adopted for instance

by Israeli (2007) to decompose the R2 of a linear model. However, re-estimating a submodel

with only a subset of the initial features can lead to model specification errors, e.g., omitted

variable bias in the case of linear regression. This specification error necessarily distorts the

Shapley value and thus may lead to an unreliable decomposition of the performance metric.

3.2 Axioms

The XPER values satisfy different axioms associated to Shapley values. These axioms are

particularly relevant in the context of statistical performance analysis.

Axiom 1 (Efficiency). The sum of the XPER values ϕj, ∀j = 1, ..., q, is equal to the difference

between the performance metric Ey,x(G(y;x; δ0)) and a benchmark ϕ0 such as:

Ey,x(G(y;x; δ0)) = ϕ0 +

q∑
j=1

ϕj, (5)
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where ϕ0 = ExEy (G(y;x; δ0)) corresponds to the performance metric associated to a popula-

tion where the target variable is independent from all features considered in the model.

One of the main advantages of the XPER decomposition is that the benchmark value

ϕ0 has an insightful interpretation: it corresponds to the PM that we would obtain on a

hypothetical sample in which the target variable y is independent from all model features

x, i.e., in a case where the model f̂(x) is fully misspecified. As an example, for the AUC,

the benchmark ϕ0 corresponds to the AUC associated to a random predictor and is equal to

0.5. For the sensitivity (true positive rate), the benchmark corresponds to the probability

Pr(ŷ = 1), for the specificity (true negative rate) the benchmark is Pr(ŷ = 0), etc. Thus, we

can decompose any PM into two parts: (i) a base value ϕ0 obtained in a hypothetical case

where y and x would be independent, and (ii) a component determined by the XPER feature

contributions, which depends on their dependence with the target, i.e., their relevance.

Ey,x(G(y;x; δ0)︸ ︷︷ ︸
population performance metric

= EyEx(G(y;x; δ0)︸ ︷︷ ︸
expected value under independence

+

q∑
j=1

ϕj︸ ︷︷ ︸ .
feature contributions

The XPER values also satisfy the other main axioms of the Shapley values:

Axiom 2 (Symmetry). If for all subsets S ⊆ P({x} \ {xj, xk})

Ey,xj ,xSExS (G (y;x, xj; δ0)) = Ey,xk,xSExS (G (y;x, xk; δ0)) ,

then ϕj = ϕk. It means that if two features xj and xk contribute equally to the performance
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of the model then their effects must be the same.

Axiom 3 (Linearity). For any two performance metrics PM1 and PM2

ϕj(PM1 + PM2) = ϕj(PM1) + ϕj(PM2),

where ϕj(PM1 + PM2) refers to the XPER value of feature xj measuring its effect on the

performance metric defined as the sum of PM1 and PM2.

Axiom 4 (Null effects). If for all subsets S ⊆ P({x} \ {xj})

Ey,xj ,xSExS (G (y;x, xj; δ0)) = Ey,xSExj ,xS (G (y;x, xj; δ0)) ,

then ϕj = 0. A feature without any impact on the performance of the model Ey,x(G(y;x; δ0))

has an XPER value equal to 0.

To illustrate these axioms, consider a linear regression model f̂(xi) =
∑q

j=1 β̂jxi,j esti-

mated on a training set, and the R2 as PM. For simplicity, we assume that the data generating

process (DGP) of the test sample Sn = {xi, yi, f̂(xi)}ni=1 satisfies E (x) = µq and V(x) = Σ

a positive semi-definite matrix, with Σk,j = σxk,xj
the covariance between feature xk and xj.

Then, the XPER contribution ϕj of feature xj to the R2 is:

ϕj =
2β̂jσy,xj

σ2
y

, ∀j = 1, ..., q, (6)

with σ2
y the variance of the target variable and σy,xj

its covariance with feature xj. See

15



Appendix E.1 for the proof. Formally, ϕj depends on the estimated parameter β̂j (training

set) and the covariance (test set) between xj and the target variable y, i.e., σy,xj
. If the DGP

of the training and test samples are identical, model parameters β̂j and covariance σy,xj
have

the same sign, which means ϕj > 0. Otherwise, XPER values may be negative. Similarly,

if β̂j = 0 (i.e., the variable is useless in the model) or if the feature is uncorrelated with the

target variable on the test sample (σy,xj
= 0), then ϕj = 0. Finally, a feature xj has a larger

contribution to the R2 than a feature xs if β̂jσy,xj
> β̂sσy,xs , meaning that xj is more related

to the target variable than xs both in-sample (through β̂j) and out-of-sample (through σy,xs).

Most of the time, there is no analytical expression for the XPER values ϕj. Indeed, the

function G (y;x; δ0) is in general non-linear in y and x, as the model f̂(.) may be highly

non-linear in x (e.g., machine learning model) and/or the performance metric may be non-

linear in y and x. One exception is the case of quadratic loss functions, e.g., MSE, R2, etc.,

associated to the linear regression model (see Appendix B).

Finally, the XPER values ϕj are theoretical and unobserved quantities. In Appendix C,

we propose two estimation methods for ϕj to accommodate models with either few features

or with a large number of features.
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3.3 Individual XPER values

The XPER framework can be used to conduct a global analysis of the model predictive

performance through feature contributions ϕj, or a local analysis at the individual level.

Definition 4. (Individual XPER) The individual XPER value ϕi,j associated to individual

i and model feature j satisfies ϕj = Ey,x(ϕi,j(yi;xi)), where the random variable ϕi,j(yi;xi)

corresponds to individual i and feature j contribution to the performance metric defined as:

ϕi,j(yi;xi) =
∑

S⊆P({x}\{xj})

wS

[
ExS

(
G
(
yi;xi,j,x

S
i ,x

S; δ0

))
− Exj ,xS

(
G
(
yi;xj,x

S
i ,x

S; δ0

))]
.

The individual XPER value can be interpreted as the contribution of individual i and

model feature j to the performance metric. For a given realisation (yi,xi), the corresponding

individual contribution to the performance metric can be broken down into:

G(yi;xi; δ0) = ϕi,0 +

q∑
j=1

ϕi,j, (7)

where ϕi,j is the realisation of ϕi,j(yi;xi) and ϕi,0 is the realisation of ϕi,0(yi) = Ex(G(yi;x; δ0)).

The benchmark ϕi,0 corresponds to the contribution of an individual to the performance met-

ric when the target variable yi is independent from the features xi. Therefore, the difference

between the individual contribution to the performance metric G(yi;xi; δ0) and the individual

benchmark ϕi,0 is explained by individual XPER values ϕi,j.
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As an illustration, consider the R2 of a linear regression. Then, the individual XPER

value ϕi,j can be expressed as:

ϕi,j = σ−2
y

β̂j(xi,j − E(xj))A− β̂2
j (x

2
i,j − E(x2

j)) +

q∑
k=1
k ̸=j

β̂kβ̂jσxk,xj

 . (8)

with A =

(
2yi −

∑q
k=1
k ̸=j

β̂k(xi,k + E(xk))

)
. See Appendix E.2 for the proof. The value ϕi,j

measures the contribution of feature xj to G(yi;xi; δ0) = 1 − σ−2
y (yi − f̂(xi))

2. A positive

individual XPER value ϕi,j means that incorporating the information included in feature xj

improves model prediction for individual i compared to the benchmark, hence increases R2.

Several comments can be made here. First, if β̂j = 0, i.e., the feature has no impact on

the model outcome, the feature xj does not have any impact on the R2, for all individuals.

Second, the closer the realization of feature xj is to its expected value E(xj), the lower is the

contribution of this feature to the performance metric, for all individuals. A similar result

occurs when x2
j is close to its expected value. Indeed, when the characteristics of an individual

are close to the mean values over the population, his or her contribution to the predictive

performance of the model is also close to the average contribution of other individuals.

4 Simulations

In this section, we conduct a Monte Carlo simulation experiment to illustrate the XPER

methodology and to highlight some of its axioms.
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In this experiment, XPER values are used to explain the predictive performance of a

probit regression model, measured by the AUC computed on a test set Sn. To understand

the mechanisms of the XPER decomposition, we consider a white-box model for which the

predictions are explainable. The DGP is given by a latent variable model such that yi =

1(y∗i > 0), where 1(.) is the indicator function, y∗i = ωiβ+εi, ωi = (1 : x
′
i) and εi an i.i.d. error

term with εi ∼ N (0, 1). We consider three i.i.d. features such that xi = (xi,1, xi,2, xi,3)
′ ∼

N (0,Σ) with diag(Σ) = (1.2, 1, 1). The true vector of parameters is β = (β0, β1, β2, β3)
′
=

(0.05, 0.5, 0.5, 0)
′ with β0 the intercept.

We simulate K = 5, 000 pseudo-samples {ysi ,xs
i}T+n

i=1 of size 1,000, for s = 1, . . . , K.

For each pseudo-sample, we use the first T = 700 observations to estimate a probit model

and the remaining ones as test set Sn to compute the AUC and the corresponding XPER

values according to Equation A1. For instance, the estimated parameters obtained for the

simulation s = 1 are equal to {β̂s
0, β̂

s
1, β̂

s
2, β̂

s
3} = {0.0109, 0.4943, 0.5234, 0.0688} and the AUC

is equal to 0.7775. The associated feature contributions are the following:

0.7775︸ ︷︷ ︸
AUC

= 0.4984︸ ︷︷ ︸
ϕ̂0

+0.1716︸ ︷︷ ︸
ϕ̂1

+0.1098︸ ︷︷ ︸
ϕ̂2

+(−0.0023)︸ ︷︷ ︸
ϕ̂3

.

As expected, the estimated benchmark ϕ̂0 is close to 0.5. As a reminder, an AUC equal

to 0.5 is associated to a random predictor. Hence, the benchmark ϕ̂0 corresponds to the

AUC of the model f̂(xi) = x
′
iβ̂ that we would obtain on a virtual test sample in which the
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target variable is independent from all features. The difference between the estimated AUC

and this hypothetical benchmark is explained by the feature contributions. We verify that

these contributions are positive or null for all features. The feature with the largest variance

(x1) has also the largest contribution to the predictive ability of the model (0.1716/(0.7775−

0.4984) ≃ 62%). On the contrary, as the third feature is excluded from the model, its

contribution to the AUC is close to zero. Figure 1 displays the empirical distributions of

AUC, benchmark values ϕ̂0, and XPER values associated to features x1, x2, and x3, computed

from the K simulations. It confirms the robustness of our analysis, but also illustrates the

possibility to make inference on XPER values by Bootstrap or other numerical methods.
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Figure 1: Empirical distributions of AUC and XPER values

Note: This figure displays the empirical distributions of the AUC and XPER values on the test sample
according to the DGP detailed in Illustration 1. The solid red lines refer to kernel density estimations.

The third column of Table 2 displays the individual benchmark. For a binary classification
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Table 2: Illustration of AUC XPER values in a three-fold probit model

G(yi;xi; δ̂n) ϕ̂i,0 ϕ̂i,1 ϕ̂i,2 ϕ̂i,3 yi P̂(yi = 1|xi)
i=1 0.9000 0.5001 0.2450 0.1771 -0.0221 1 0.6614
i=2 1.0067 0.5001 0.2142 0.3203 -0.0279 1 0.8785
... ... ... ... ... ... ... ...

i=300 0.2533 0.4967 -0.1232 -0.1237 0.0035 0 0.7616
0.7775 0.4984 0.1716 0.1098 -0.0023 0.4967 0.4941

Note: This table displays individual contributions to the AUC, individual benchmarks, and XPER values
associated to each feature xj , j = 1, 2, 3, in a three-fold probit model. The last row of the table reports
average values of the columns.

model, the benchmark ϕ̂i,0 ≡ ϕ̂i,0(yi) only takes two values. In our simulations, for individuals

yi = 1 (respectively yi = 0), this value is equal to 0.5001 (respectively 0.4967). Remind

that the individual benchmark corresponds to the contribution to the AUC obtained from a

random predictor for an individual with a target value yi = 1 or yi = 0. Consider the first

instance i = 1 with yi = 1, G(y1;x1; δ̂n) = 0.9 and ϕ̂1,0 = 0.5001. As G(y1;x1; δ̂n) > ϕ̂1,0, it

means that the features allow the probit model to better predict the event y1 for this instance

than a random predictor.

Finally, columns 4, 5 and 6 report the XPER values associated to features x1, x2, x3. First,

we verify that feature x3 has close to no impact on the AUC for all instances. Second, the

heterogeneity of contributions to the AUC depends on individual characteristics. Remind

that at the global level, the contribution of feature x1 is higher than the one of feature

x2. However, at the local level, we observe for instance i = 2 that the contribution of

feature x1 is smaller than the one of feature x2, i.e., 0.2142 < 0.3203. Third, some individual

contributions are negative. For instance, the negative contribution of feature x2 for individual
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i = 300 implies that, for this instance, this feature disturbs the model to predict the true

target value yi = 0.

To further illustrate the XPER methodology, we provide in Appendix F two additional

Monte Carlo simulation experiments illustrating how XPER values can be used to detect the

origin of overfitting.

5 Empirical application

5.1 Data and model

We implement our methodology on a proprietary database of auto loans provided by an

international bank. For each borrower, we know whether he or she has eventually defaulted

(y = 1) or not (y = 0) on the loan. Given the sensitive nature of the data, we had to

randomly under-sample individuals to set the default rate to an arbitrary 20% level. Besides

benefits in terms of confidentiality, setting a high arbitrary default rate also protects us

against concerns arising from using an unbalanced database. After under-sampling, our

database includes 7,440 borrowers. Besides the default target variable, we have access to ten

features on the loan (funding amount, funded duration, vehicle price, down-payment) and

on the borrower (job tenure, age, marital status, monthly payment in percentage of income,

home ownership status, credit event). We divide the database into a stratified training (70%)

and test (30%) samples to have the same default rate in both subsamples.
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We provide in Table A4 some summary statistics about the features and the target vari-

able. In our dataset, a typical loan amounts to around 11,500 euros, finances a 13,000 euro

car, and lasts for 56 months. A typical borrower is 45 years old, married, not owning his or

her home, has spent nine years in the same job, experienced no credit event over the past six

months, provides less than a 50% down payment, and allocates 10% of his or her monthly

income to reimburse the car loan. To get a first sense of the role of each feature on default,

we display in Figure A3 their distributions separately for defaulting and non-defaulting bor-

rowers. This preliminary test indicates that the list of discriminating feature includes age,

credit event, down payment, marital and ownership status.

Using the training sample, we estimate an XGBoost model to predict default. We se-

lected this type of model because it is recognised as one of the most powerful scoring engines

(Gunnarsson et al., 2021). Another reason for using an XGBoost is its black-box nature.

Indeed, while the XPER methodology is model-agnostic, we believe it is interesting to as-

sess its usefulness when used with a particularly complex and opaque algorithm. We select

the hyperparameters of the XGBoost using stratified five-fold cross-validation based on a

balanced accuracy criteria and a random search algorithm (Bergstra and Bengio, 2012).

Table 3 displays the values of six performance metrics for the XGBoost model obtained

on the training and test samples. Specifically, (1) the AUC measures the discriminatory
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ability of the model, (2) the Brier Score evaluates the accuracy of probabilities, and (3)

the accuracy, Balanced Accuracy (BA), sensitivity, and specificity assess the correctness

of categorical predictions. As shown in Table 3, the XGBoost has an AUC of 0.7521, a

Brier Score of 0.1433, and an accuracy of 79.53 on the test sample. We observe some over-

fitting in the model as its performances drops slightly from the training sample to the test

sample. Overall, the performance metrics of our model are comparable to those displayed in

Gunnarsson et al. (2021).

Table 3: XGBoost Performances

Sample Size (%) AUC Brier Score Accuracy BA Sensitivity Specificity
Training 70 0.8969 0.0958 86.98 72.43 48.18 96.69

Test 30 0.7521 0.1433 79.53 58.69 23.99 93.39

5.2 XPER decomposition

We display in Figure 2a the decomposition of the AUC among the ten features obtained with

the estimation method detailed in Appendix C.2. For ease of presentation, we express the

feature contributions in percentage of the spread between the AUC and its benchmark (see

Equation 5). As shown in Table 3, the AUC in the test sample is equal to 0.7521, which is

significantly better than the benchmark value of 0.5 obtained for a random predictor. We see

that around 40% of this over-performance is coming from funding amount. The second most

contributing feature is job tenure, which accounts for another 18%. It is interesting to note

that with only two features, we can explain more than half of the performance of the model.
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Next, we have five features which contribute each for another 8-10% to the performance. At

the other side of the spectrum, down payment is the feature contributing the least to the

AUC. This feature does not help the model to better predict default than a random predictor

as its XPER value is close to 0. Note that in Appendix G.3, we also analyse the effect of the

various features on the performance for each borrower individually.

0 10 20 30 40 50

Contribution (%)

Funding amount

Job tenure

Car price

Age

Loan duration

Owner

Married

Credit event

Monthly payment

Down payment

(a) XPER values

0 10 20 30 40 50

Contribution (%)

Funding amount

Job tenure

Car price

Age

Loan duration

Owner

Married

Credit event

Monthly payment

Down payment

(b) PI-based feature contributions

Figure 2: XPER decomposition and Permutation Importance (PI)

Note: This figure displays in Panel (a) the XPER values for the AUC of the XGBoost model estimated on
the test sample and in Panel (b) the feature contributions for the AUC based on Permutation Importance.

We now compare the XPER performance decomposition to standard feature contribution

methods commonly used in machine learning to assess the impact of a feature on performance

or to explain the output of a black-box model, namely Permutation Importance (PI), feature

importance, and SHAP values.

First, we distinguish between the XPER decomposition of the AUC and the permutation
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importance introduced by Breiman (2001). The latter computes for a feature xj, the decrease

in the accuracy of the model when the values of this feature are randomly reshuffled across

instances. As the permutation breaks the dependency between the target variable and the

feature, the resulting drop in model accuracy indicates how much the model depends on the

feature. In our analysis, the PI results indicate the average decrease in accuracy when the

values are reshuffled to obtain more robust results. As for the previous methods, we divide

each feature contribution by the sum of all features contributions to compare them to the

XPER values. As shown in Figure 2b, XPER values and PI deliver very distinct results.

For instance, the contribution of the job tenure is twice as important with XPER than with

PI, whereas the contribution of the car price is twice as large with PI than with XPER.

Moreover, unlike with XPER, the age of the customer, home-ownership status, and monthly

payment loan have virtually no impact on the performance of the model according to PI.

Therefore, even if PI also assesses the effect of the features on the performance of the model

it delivers different results than XPER.

Second, we contrast in Figure 3a the XPER values of the AUC and the XGBoost-based

feature importance. The latter computes for a feature xj, the average gain across all splits

the feature is used in. For ease of comparison, we divide each feature contribution by the sum

of the ten feature contributions. As shown in Figure 3a, the result is rather striking. Indeed,
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the two methodologies lead to very different contributions as some dominating features in

a given methodology play a minor role in the other. For instance, credit event exhibits the

highest feature importance but it is only the 9th most contributing feature according to

XPER. Differently, funding amount plays a very important role to explain performance but

does not contribute much in terms of feature importance.
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Figure 3: XPER vs. other feature contribution methodologies

Note: This figure compares the XPER values of the AUC with (a) the XGBoost-based feature importances
and (b) the average absolute SHAP values.

Third, we compare in Figure 3b the XPER decomposition of the AUC with the SHAP

values introduced by Lundberg and Lee (2017). In our context, the SHAP values assess the

impact of the different features on the probabilities of default of each borrower. As it is

the norm, we take the average absolute SHAP values for each feature to assess the feature

contribution at the model level. As before, we divide each feature contribution by the sum
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of all features contributions to express them in percentages. In Figure 3b, we see that SHAP

and XPER provide for some features very different information. For instance, the car price

contribution is more than twice as important for SHAP than for XPER. Similarly, the funding

amount contribution is around 40% for XPER whereas only 28% for SHAP. We conclude

that XPER delivers different, incremental information over SHAP at the model level.

5.3 Using XPER to boost model performance

We now show how XPER can be used to deal with heterogeneity issues and improve out-

of-sample performance. In practice, it is often challenging to estimate a single model able

to correctly estimate the relationship between the target variable and the features for all

individuals in the sample. In this section, we propose an alternative two-step procedure.

First, we build homogeneous groups of individuals displaying similar XPER values using a

clustering algorithm. Second, within each group, we estimate a group-specific model. Given

the definition of XPER, in each group, the features have a similar impact on the target

variable. This alternative approach is likely to increase the model performance compared to

the one-fits-all model, which has been used so far in the empirical application.

In the first step, we use the KMedoid method to create two clusters of individuals with

similar XPER values ϕ̂i,j on the training sample. We see in Figure 4 that individuals in

group 1 tend to be older, married, home-owners and ask for a mid-range loan to finance a
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mid-priced car. One striking difference is that in group 2, individuals tend to finance cars

with extremely low prices or high prices. Overall, group 1 gathers individuals displaying a

lower risk profile compared to those in group 2. This is confirmed by the fact that the default

rate is much higher in group 2 (52%) than in group 1 (13%). Moreover, as shown in Figures

A7a and A7b in Appendix G.4, the feature distributions are very different for defaulters and

non-defaulters in each group. We also see in Figure A8 that in group 2, using the car price

deteriorates the performance of the model as its XPER value is close to -20% vs. 20% in

group 1. Therefore, these results suggest that estimating group-specific models is likely to

boost predictive performance.

In the second step, we estimate using the training dataset one XGBoost model per group

to predict default. Then, we aim to compare the resulting out-of-sample performance with

the one of the one-fits-all model. To do so, we first assign each individual of the test sample

to either group 1 or group 2 using the clustering rule built on the training sample. We see

in Table 4 that the performance of our strategy (column 2) is significantly higher than the

performance of the initial model (column 1). For instance, the AUC of the model on the test

sample increases by 16 percentage points, from 0.752 to 0.912. Another interesting result is

that by using two distinct models, the bank would be able to correctly detect 64% of the

defaulting borrowers against only 24% with the initial model. Yet, it would still be able to
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correctly detect more than 95% of the non-defaulting borrowers.

Finally, we benchmark our strategy with a standard clustering approach based on the

features themselves. Specifically, we use the K-prototype algorithm to create two clusters of

individuals with comparable feature values. As shown in column 3, the performance of the

standard approach is very close to the one of the one-fits-all model (AUC = 0.744 vs. 0.752),

and is much lower than the performance of the XPER-based models.
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Figure 4: Features distribution by group based on XPER values

Note: This figure displays the distribution of the features on the training sample by group created from
individual XPER values using the KMedoids methodology. For continuous features, we use kernel density
estimation. Dark red refers to the first group and light red to the second group.
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Table 4: Model performances

Initial Clusters on XPER values Clusters on features
(1) (2) (3)

AUC 0.752 0.912 0.744
Brier score 0.143 0.080 0.151
Accuracy 79.53 89.11 79.53
Balanced Accuracy 58.69 79.74 59.11
Sensitivity 23.99 64.13 25.11
Specificity 93.39 95.35 93.11

6 Discussion

We have introduced XPER, a methodology designed to measure the feature contributions to

the performance of any regression or classification model. XPER is built on Shapley values

and interpretability tools developed in machine learning but with the distinct objective of

focusing on model performance, such as AUC or R2, and not on model predictions, ŷ.

Specifically, XPER breaks down the difference between a performance metric of the model

and a benchmark value. The latter corresponds to the performance metric that we would

obtain on a hypothetical sample in which the target variable is independent from all the

features included in the model. As such, the XPER decomposition only focuses on the part

of the performance that directly originate from the features. Other advantages of the method

include being implementable either at the model level or at the individual level, not being

plagued by model specification error, as it does not require re-estimating the model, and

having, as a special case, the standard explainability method in machine learning (SHAP).
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We show that identifying the driving forces of the performance of a predictive model

is very useful in practice. In a loan default forecasting application, XPER appears to be

able to efficiently deal with heterogeneity issues and to significantly boost out-of-sample

performance. To do so, we create homogeneous groups of borrowers by clustering them

based on their individual XPER values. We find that estimating group-specific models yields

to a much higher predictive accuracy than with a one-fits-all model.

Several applications of our method could be envisioned in the future. In medical appli-

cations, XPER could be used to identify the variables that have the highest impact on the

accuracy of a model forecasting, for instance, the resistance of a virus (Williamson et al.,

2021a). In finance, our methodology could identify the main drivers of the financial perfor-

mance of a portfolio of assets constructed using a large number of state variables. Another

natural application would be to choose variables during the selection phase of model devel-

opment. Indeed, by contrasting the XPER values estimated in the training and validation

sets, one could only keep the variables maintaining a high-enough level of importance in the

validation test. Furthermore, XPER could go beyond performance. Indeed, as XPER can

decompose any function of both ŷ and y, one could use it to identify the features responsible

for the lack of algorithmic fairness of a given machine learning model (Chen et al., 2023).
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Appendix

A Examples of performance metrics

Table A1: Performance metrics

Panel A: Regression models

Metrics Gn(y,x) G(yi;xi; δ̂n) δ̂n

MAE 1
n

∑n
i=1

∣∣∣yi − f̂(xi)
∣∣∣ ∣∣∣yi − f̂(xi)

∣∣∣ ∅

MSE 1
n

∑n
i=1

(
yi − f̂(xi)

)2 (
yi − f̂(xi)

)2

∅

R2 1−
∑n

i=1(yi−f̂(xi))
2∑n

j=1(yj−ȳ)2
1− δ̂−1

n

(
yi − f̂(xi)

)2

n−1
∑n

j=1(yj − ȳ)2

Panel B: Classification models

Metrics Gn(y,x) G(yi;xi; δ̂n) δ̂n

Accuracy 1
n

∑n
i=1

(
yif̂(xi) + (1− yi)(1− f̂(xi))

)
yif̂(xi) + (1− yi)(1− f̂(xi)) ∅

BA 1
n

∑n
i=1

1
2

[
yif̂(xi)

1
n

∑n
j=1 yj

+ (1−yi)(1−f̂(xi))
1
n

∑n
j=1(1−yj)

]
1
2

[
δ̂−1
n1

(
yif̂(xi)

)
+ δ̂−1

n2

(
(1− yi)(1− f̂(xi))

)] δ̂n1 =
1
n

∑n
j=1 yj

δ̂n2 =
1
n

∑n
j=1(1− yj)

Brier score 1
n

∑n
i=1

(
yi − P̂ (xi)

)2 (
yi − P̂ (xi)

)2

∅

Precision 1
n

∑n
i=1

(
yif̂(xi)

1
n

∑n
j=1 f̂(xj)

)
δ̂−1
n yif̂(xi)

1
n

∑n
j=1 f̂(xj)

Sensitivity 1
n

∑n
i=1

(
yif̂(xi)

1
n

∑n
j=1 yj

)
δ̂−1
n yif̂(xi)

1
n

∑n
j=1 yj

Specificity 1
n

∑n
i=1

(
(1−yi)(1−f̂(xi))
1
n

∑n
j=1(1−yj)

)
δ̂−1
n (1− yi)(1− f̂(xi))

1
n

∑n
j=1(1− yj)

AUC

∑n
i=1

∑n
j=1(1−yi)yjI(P̂ (xi)<P̂ (xj))∑n

j=1 yj
∑n

j=1(1−yj)

(
(1− yi)× δ̂n1(xi)

)
δ̂−1
n2

δ̂n1(xi) =
1
n

∑n
j=1 yjI(P̂ (xi) < P̂ (xj))

I(P̂ (xi) < P̂ (xj)) =


0 if P̂ (xi) > P̂ (xj)

0.5 if P̂ (xi) = P̂ (xj)

1 if P̂ (xi) < P̂ (xj)

δ̂n2 =
1

n2

n∑
j=1

yj

n∑
j=1

(1− yj)

Note: This table displays the expression of sample performance metrics Gn(y,x), individual contribution to
the sample performance metric G(yi;xi; δ̂n), and the corresponding nuisance parameter δ̂n. We distinguish
between the performance metric associated to regression models (Panel A) and those related to
classification models (Panel B).
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B Examples of XPER values decomposition

We provide several examples in Table A2 of the XPER decomposition of regression and

classification performance metrics. For regression models, we consider a linear regression

model f̂(xi) =
∑q

j=1 β̂jxi,j, where we assume that the DGP generating the test sample

Sn = {xi, yi, f̂(xi)}ni=1 satisfies E (x) = 0q and V(x) = diag(σ2
xj
) ∀j = 1, ..., q, and E(y) = 0.

We denote by σ2
y the variance of the target variable and by σy,xj

the covariance between

the feature xj and the target variable. For classification models, we consider any binary

classification model f̂(x), with P̂ (x) = P̂(y = 1|x) the estimated probability of belonging

to class 1 (y = 1). We denote by σy,f̂(x) the covariance between the target variable and the

classification output.

Table A2: Examples of XPER values decomposition

Panel A: Regression models

Metrics Ey,x(G(y;x; δ0)) ϕ0 ϕj

MSE 2
∑q

j=1 β̂jσy,xj −∑q
j=1 β̂

2
jσ

2
xj
− σ2

y 2β̂jσy,xj−∑q
j=1 β̂

2
jσ

2
xj
− σ2

y

R2 σy,ŷ

σ2
y

−σy,ŷ

σ2
y

2β̂jσy,xj

σ2
y

Panel B: Classification models

Metrics Ey,x(G(y;x; δ0)) ϕ0 ϕj

Accuracy 2σy,f̂(x) + 2P(y = 1)P̂ (x)
2P(y = 1)P̂ (x) + 1− P(y = 1)− P̂ (x) No closed-form

+1− P(y = 1)− P̂ (x)

Precision
σy,f̂(x)

P(f̂(x)=1)
+ P(y = 1) P(y = 1) No closed-form

Sensitivity
σy,f̂(x)

P(y=1)
+ P(f̂(x) = 1) P(f̂(x) = 1) No closed-form

Specificity
σy,f̂(x)

P(y=0)
+ P(f̂(x) = 0) P(f̂(x) = 0) No closed-form

AUC No closed-form 0.5 No closed-form

Note: This table displays the expression of population performance metrics Ey,x(G(y;x; δ0)), benchmark
values ϕ0, and XPER values ϕj . We distinguish between the performance metric associated to regression
models (Panel A) and those related to classification models (Panel B). See Appendix E.3, E.4, and E.5 for
the proofs associated to the MSE, the R2 and the accuracy.
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C Estimation

C.1 With a small number of features

In this section, we discuss the estimation procedure for the XPER values ϕj and ϕi,j, based on

a test sample Sn = {xi, yi, f̂(xi)}ni=1. Below, we assume that the model has a small number

of features, typically q ≤ 10.1 When the number of features is larger, an approximation of

the XPER values is required and we propose a modified version of the Kernel SHAP method

of Lundberg and Lee (2017) (see Appendix C.2 for more details).

Under Assumption 1, the XPER value ϕj can be estimated by a weighted average of

individual contributions differences such as:

ϕ̂j =
∑

S⊆P({x}\{xj})

wS

[
1

n2

n∑
u=1

n∑
v=1

G
(
yv;xv,j ,x

S
v ,x

S
u ; δ̂n

)
− 1

n2

n∑
u=1

n∑
v=1

G
(
yv;xu,j ,x

S
v ,x

S
u ; δ̂n

)]
,

(A1)

with S a coalition, i.e., a subset of features, excluding the feature of interest xj, and P({x} \

{xj}) the powerset of the set {x} \ {xj}.

Table A3 illustrates the computation of the estimated value ϕ̂1 associated to feature x1

in a model with three features (x1, x2, x3). For each coalition of features (column 1), we

report the corresponding weight (column 2) along with the estimated marginal contribution

of feature x1 to the performance metric (column 3). The intuition is as follows: the sum

over index u refers to the marginalisation effect, whereas the sum over index v refers to

the averaging effect. For a given instance v, we compute its average performance metric by

replacing the features xS which are not included in the coalition by the corresponding values

observed for all the instances of the test sample (marginalisation). Then, we compute the

average performance metric for all the instances v (averaging).
1The standard estimation framework is only feasible for a small number of features q. Indeed, the com-

putation of the XPER values ϕj according to definition 3 becomes cumbersome as the number of features
increases. Indeed, it requires to consider q×2q−1 coalitions of features, e.g., 5, 120 for q = 10 and 10, 485, 760
for q = 20, etc.
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Table A3: Computation of the XPER value ϕ̂1 in a three-feature model

S wS
1
n2

∑n
u=1

∑n
v=1G

(
yv;xv,j,x

S
v ,x

S
u ; δ̂n

)
− 1

n2

∑n
u=1

∑n
v=1 G

(
yv;xu,j,x

S
v ,x

S
u ; δ̂n

)
{∅} 1/3 1

n2

∑n
u=1

∑n
v=1 G

(
yv;xv,1, xu,2, xu,3; δ̂n

)
− 1

n2

∑n
u=1

∑n
v=1 G

(
yv;xu,1, xu,2, xu,3; δ̂n

)
{x2} 1/6 1

n2

∑n
u=1

∑n
v=1G

(
yv;xv,1, xv,2, xu,3; δ̂n

)
− 1

n2

∑n
u=1

∑n
v=1 G

(
yv;xu,1, xv,2, xu,3; δ̂n

)
{x3} 1/6 1

n2

∑n
u=1

∑n
v=1G

(
yv;xv,1, xu,2, xv,3; δ̂n

)
− 1

n2

∑n
u=1

∑n
v=1 G

(
yv;xu,1, xu,2, xv,3; δ̂n

)
{x2, x3} 1/3 1

n

∑n
v=1 G

(
yv;xv,1, xv,2, xv,3; δ̂n

)
− 1

n2

∑n
u=1

∑n
v=1G

(
yv;xu,1, xv,2, xv,3; δ̂n

)
Note: This table displays details of empirical XPER value computation, i.e., the coalitions (column 1), the associ-
ated weights (column 2) and the estimated marginal contributions (column 3).

Similarly to the estimation of features ϕj, we can estimate the individual XPER values

ϕi,j. For any individual i of the test sample of Sn and any feature xj, a consistent estimator

of the individual XPER values ϕi,j is defined as:

ϕ̂i,j =
∑

S⊆P({x}\{xj})

wS

[
1

n

n∑
u=1

G
(
yi;xi,j ,x

S
i ,x

S
u ; δ̂n

)
− 1

n

n∑
u=1

G
(
yi;xu,j ,x

S
i ,x

S
u ; δ̂n

)]
. (A2)

By definition, these individual XPER values satisfy:

ϕ̂j =
1

n

n∑
i=1

ϕ̂i,j . (A3)

C.2 With a large number of features

As shown in section 3, the XPER value ϕj relies on every possible coalition S ⊆ P({x}\{xj})

for each feature. The total number of coalitions required to compute (ϕ1, . . . , ϕq) is equal to

q×2(q−1) coalitions, with 2(q−1) the number of coalitions for feature j. As the total number of

coalitions quickly increases with the number of features (5, 120 for q = 10 and 10, 485, 760 for

q = 20), XPER values turn out to be cumbersome to compute or estimate in practice. This

issue is related to the general concept of Shapley value and is not specific to our approach.

To overcome this issue, a standard approach in the literature is to approximate the exact

values. Intuitively, the idea is to rely only on a subset of coalitions to compute XPER values
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rather than on its total number in order to reduce the number of computations required. To do

so, we propose an approximation method of XPER values which is based on the recent model-

agnostic approach of Lundberg and Lee (2017) called Kernel SHAP. The main advantage of

this approach is that it can be used for any application as it does not depend on the model

f (.) nor on the performance metric Gn (y;X). Denote as Sk a coalition randomly drawn for

k = 1, . . . , K, K < q × 2(q−1) the total number of coalitions drawn, and S̃k = {xS̄k} ∪ {xj}

the vector of features not included in coalition Sk. Formally, the approximation of XPER

values ϕ̂j is based on a subset K of coalitions Sk and on the following model

Gn,k (y;X) = ϕ0 +

q∑
j=1

ϕjzk,j, (A4)

where

Gn,k (y;X) =
1

n2

n∑
u=1

n∑
v=1

G
(
yv;x

Sk
v ,xSk

u ; δ̂n

)
,

is a sample performance metric associated to the coalition Sk, and zk,j is equal to 1 if the

feature j belongs to the coalition Sk, and 0 otherwise. In matrix notation, we have

Gn (y;X) = Zϕ

Gn (y;X)
(K×1)

=


Gn,1 (y;X)

...
Gn,K (y;X)

 , Z
(K×q+1)

=


1 z1,1 . . z1,q
...

... . . . ...
1 zK,1 . . zK,q

 , ϕ
(q+1×1)

=


ϕ0

ϕ1

...
ϕq

 .

This approach relies on the comparison of K values of the performance metric obtained

for K randomly drawn coalitions involving different subset of features. The features being

present in some coalitions and absent in others, the estimation of this regression allows to

approximate the impact of each feature on the performance metric that would be obtained

for the subset k of features, and thus to approximate estimated XPER values ϕ̂j. Moreover,
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contrary to Equation A1 this approach estimates the impact of every feature all at once,

similarly to parameters’ estimation in a traditional ordinary least squares regression, and is

much faster as it only involves the calculation of K coalitions rather than q × 2(q−1).

Recall that in Equation A1, the sum of marginal contribution to the performance metric

is weighted as some coalitions are more informative than others. To this end, Lundberg and

Lee (2017) propose the Kernel Shap which is a function that attributes a higher weight to the

most informative coalitions, and which also takes into account the fact that some coalitions

are drawn while others are not. The Kernel Shap function attributes a weight ωSk
to coalition

Sk such as:

ωSk
=

(q − 1)
q!

|Sk|!(q−|Sk|)!
|Sk| (q − |Sk|)

, (A5)

where |Sk| is the number of features included in the coalition Sk. To take into account

these weights, Lundberg and Lee (2017) propose to estimate Equation A4 by Weighted

Least Squares (WLS).2 In practice, a relatively large value of K allows to obtain accurate

approximations of ϕ̂j.

Finally, this approach can also be used to approximate individual contributions to the

estimated XPER values based on the following model:

Gk (yi;xi) = ϕi,0 +

q∑
j=1

ϕi,jzk,j, (A6)

where

Gk (yi;xi) =
1

n

n∑
u=1

G
(
yi;x

Sk
i ,xS̃k

u ; δ̂n

)
.

Equation A6 is then estimated for each observation i of the sample, and the weight wSk

remains the same as defined previously.

2Note that Sk = {x} and Sk = {∅} are not considered in the set of randomly individual coalitions as
they lead to infinite weights. The K coalitions are thus drawn from 2q − 2 coalitions. See Lundberg and Lee
(2017) for more details on the approximation approach of Shapley values.
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D XPER vs. SHAP

In this section, we compare the XPER method with the Shapley additive explanation (SHAP)

method of Lundberg and Lee (2017). As SHAP has now become ubiquitous in machine

learning, we believe it is important to clearly show the added value of XPER over SHAP.

In the latter, the contribution of a feature xj to the predicted value f̂(xi) for individual i,

denoted ϕSHAP
i,j , is defined as:

ϕSHAP
i,j =

∑
S⊆P({x}\{xj})

wS

[
ExS

(
f̂(xi,j,x

S
i ,x

S)
)
− Exj ,xS

(
f̂(xj,x

S
i ,x

S)
)]

, (A7)

f̂(xi) = ϕSHAP
i,0 +

q∑
j=1

ϕSHAP
i,j , (A8)

ϕSHAP
i,0 = E

(
f̂(xi)

)
. (A9)

Proposition 1. SHAP is a particular case of XPER where the individual contribution to the

performance metric is equal to the predicted value of the model, G (yi;xi; δ0) = f̂(xi).

See Appendix E.7 for the proof. As stated in Proposition 1, we can show that SHAP is a

particular case of XPER where the performance metric does not take into account the target

variable. However, as performance metrics generally include at least the target variable to

compare the predictions to their true value, SHAP and individual XPER values will differ

in most cases. However, one may still wonder whether SHAP and individual XPER values

provide the same information. If this were to be true, we should find that for a given feature

xj (1) a positive (negative) SHAP value means that this feature has a positive (negative)

effect on the performance, and (2) a large SHAP value implies that this feature has a strong

impact on performance. Below, we show that none of these statements are true. Indeed, in

the former case, depending on the value of the target variable, a positive XPER value is not

7



necessarily associated to a positive SHAP value. Intuitively, if the target variable is positive,

a variable can contribute to increase the predicted value of the model (ϕSHAP
i,j > 0) which

can reduce the spread between the predicted value and the target value (ϕi,j > 0). However,

if the target variable is negative, a variable which contributes to decrease the predicted value

of the model (ϕSHAP
i,j < 0) can also reduce the prediction error of the model (ϕi,j > 0). For

instance, when the model only includes one variable, if the performance metric is defined as

G(yi; f̂(xi); δ0) = −(yi − f̂(xi))
2, and if we assume that E(f̂(x1)) = 0, we can show that:

ϕi,1 = 2ε̂iϕ
SHAP
i,1 +

(
ϕSHAP
i,1

)2
+ V

(
f̂(xi,1)

)
, (A10)

where ε̂i = yi − f̂(xi,1) is the prediction error of the model for individual i. See Appendix

E.6 for the proof. As we can see, a positive XPER value can be associated to either a

positive or negative SHAP value. If the prediction error and the SHAP value are both

positive (negative), it means that this variable contributes to reduce the spread between the

predicted value and the target value, which results in a positive XPER value. Therefore, a

positive and a negative SHAP value can both lead to a positive XPER value. Moreover, as

the individual performance and the predictions of the model does not have the same domain,

except in the case where G (yi;xi; δ0) = f̂(xi), the magnitude of SHAP and XPER values

can be very different from one to another.

Although designed at the individual level, the SHAP method is also used to assess the

effect of the features at the global level by taking the mean of the absolute SHAP values for

each feature. We have:

ϕSHAP
j = E

(∣∣ϕSHAP
i,j

∣∣) , (A11)

where ϕSHAP
j refers to the Mean Absolute SHAP values of feature j. This raises again the

question of how similar these values are from the XPER values. One major difference between
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SHAP and XPER is that SHAP values cannot be negative at the global level. This difference

turns out to be important as negative XPER values allow to red-flag features that deteriorate

the performance of the model on a given sample. For instance, this could help to explain

the origin of the overfitting of a model as mentioned in Section 2. Note that according to

Equation A8 and A9, it would not be appropriate to take the mean of SHAP values without

taking the absolute value, as we would end up decomposing a zero:

E
(
f̂(xi)

)
= ϕSHAP

i,0 +

q∑
j=1

E
(
ϕSHAP
i,j

)
,

⇔
q∑

j=1

E
(
ϕSHAP
i,j

)
= E

(
f̂(xi)

)
− E

(
f̂(xi)

)
= 0. (A12)

Moreover, as both methods provide different results at the individual level, there is no

reason to think that they would be equivalent at the global level. In the empirical section in

Section 5, we confirm that the differences between XPER and SHAP can be substantial in

practice.

E Proofs

E.1 Proof of Equation 6

Lemma 1. The sum of the weights across all coalitions S is equal to 1,
∑

S⊆P({x}\{xj}) ωS = 1.

Proof. According to the definition of ωS in Equation 4 and knowing that P({x} \ {xj}) =⋃q−1
k=0 Pk({x}\{xj}), where Pk({x}\{xj}) refers to the collection of all subsets of size k that

can be formed from the powerset P({x} \ {xj}), we have:

∑
S⊆P({x}\{xj})

ωS =
∑

S⊆
⋃q−1

k=0 Pk({x}\{xj})

1

q × C
|S|
q−1

.

with C
|S|
q−1 the number of |S|-combinations of a set with q− 1 elements. As Pk({x} \ {xj})∩

9



Pl({x} \ {xj}) = ∅, ∀k ̸= l we derive that:

∑
S⊆P({x}\{xj})

ωS =

q−1∑
k=0

∑
S⊆Pk({x}\{xj})

1

q × C
|S|
q−1

.

For each k, Pk({x} \ {xj}) is composed of Ck
q−1 subsets of size k. As S ⊆ Pk({x} \ {xj}, we

know that |S| = k, which implies that C
|S|
q−1 = Ck

q−1. Thus,

∑
S⊆P({x}\{xj})

ωS =

q−1∑
k=0

Ck
q−1

1

q × Ck
q−1

=

q−1∑
k=0

1

q
= 1.

Lemma 2. Consider a linear regression model f̂(x) =
∑q

j=1 β̂jxj where we assume that

the DGP of the test sample Sn = {xi, yi, f̂(xi)}ni=1 satisfies E (x) = µq and V(x) = Σ a

positive semi-definite matrix, with Σk,j = σxk,xj
the covariance between feature xk and xj.

The individual contribution to the R2, for a coalition S ⊆ P({x} \ {xj}), can be expressed

as:

G(y;x) = 1− σ−2
y

y2 + q∑
l=1
l∈S

x2
l β̂

2
l +

q∑
k=1
k∈S

x2
kβ̂

2
k + x2

j β̂
2
j + 2

∑
1≤k<l≤q
k,l∈S

β̂kβ̂lxkxl + 2
∑

1≤k<l≤q
k,l∈S

β̂kβ̂lxkxl


− σ−2

y

2 q∑
k=1
k∈S

β̂kβ̂jxkxj + 2

q∑
k=1
k∈S

β̂kβ̂jxkxj + 2

q∑
k=1
k∈S

q∑
l=1
l∈S

β̂kβ̂lxkxl


− σ−2

y

−2

q∑
k=1
k∈S

yxkβ̂k − 2

q∑
k=1
k∈S

yxkβ̂k − 2yxjβ̂j

 .

Proof. Consider a linear regression model f̂(x) =
∑q

j=1 β̂jxj where we assume that the DGP

of the test sample Sn = {xi, yi, f̂(xi)}ni=1 satisfies E (x) = µq and V(x) = Σ a positive semi-

definite matrix, with Σk,j = σxk,xj
the covariance between feature xk and xj.

Reminds that for a linear regression model f̂(x) =
∑q

j=1 β̂jxj, the individual contribution
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to the R2 is defined as (see Equation 2):

G(y;x) = 1− (y − xβ̂)2

σ2
y

= 1− σ−2
y

[
y2 +

q∑
k=1

x2
kβ̂

2
k + 2

∑
1≤k<l≤q

β̂kβ̂lxkxl − 2

q∑
k=1

yxkβ̂k

]
. (A13)

Considering a coalition S ⊆ P({x} \ {xj}) of features, the vector of features x is composed

of three sub-vectors: xS the vector of features in the coalition S, xS the vector of features

apart from the coalition, and xj the remaining feature of interest, such that x = (xS,xS, xj).

Therefore, we can rewrite Equation A13 as:

G(y;x) = 1− σ−2
y

y2 + q∑
l=1
l∈S

x2
l β̂

2
l +

q∑
k=1
k∈S

x2
kβ̂

2
k + x2

j β̂
2
j + 2

∑
1≤k<l≤q
k,l∈S

β̂kβ̂lxkxl + 2
∑

1≤k<l≤q
k,l∈S

β̂kβ̂lxkxl


− σ−2

y

2 q∑
k=1
k∈S

β̂kβ̂jxkxj + 2

q∑
k=1
k∈S

β̂kβ̂jxkxj + 2

q∑
k=1
k∈S

q∑
l=1
l∈S

β̂kβ̂lxkxl


− σ−2

y

−2

q∑
k=1
k∈S

yxkβ̂k − 2

q∑
k=1
k∈S

yxkβ̂k − 2yxjβ̂j

 .

Lemma 3. For a given set of features {x} \ {xj}, we have:

2
∑

S⊆P({x}\{xj})

ωS

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 =
∑
k=1
k ̸=j

(h(xk) + g(xk)) ,

with h(.) and g(.) some unknown linear or non-linear functions.

Proof. Let consider a quantity A defined as follows:

A = 2
∑

S⊆P({x}\{xj})

ωS

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 , (A14)
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with h(.) and g(.) some unknown functions. As P({x} \ {xj}) =
⋃q−1

l=0 Pl({x} \ {xj}), where

Pl({x} \ {xj}) refers to the collection of all subsets of size l that can be formed from the

powerset P({x} \ {xj}), we obtain from Equation A14:

A = 2
∑

S⊆
⋃q−1

l=0 Pl({x}\{xj})

ωS

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 . (A15)

Note that for an even number of features q, we have:

q−1⋃
l=0

Pl({x} \ {xj}) =
(q−2)/2⋃

l=0

Pq−1−l({x} \ {xj}) ∪ Pl({x} \ {xj}), (A16)

whereas for an odd number of features:

q−1⋃
l=0

Pl({x} \ {xj}) =
(q−1)/2⋃

l=0

Pq−1−l({x} \ {xj}) ∪ Pl({x} \ {xj}). (A17)

Therefore, we now distinguish between the two cases to complete the proof.

When q is even, if we plug the expression of
⋃q−1

l=0 Pl({x} \ {xj}) given in Equation A16 into

Equation A15, then Equation A15 is equivalent to:

A = 2
∑

S⊆
⋃(q−2)/2

l=0 Pq−1−l({x}\{xj})∪Pl({x}\{xj})

ωS

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 . (A18)

As
⋂(q−2)/2

l=0 Pq−1−l({x} \ {xj})∪Pl({x} \ {xj}) = ∅, we can rewrite Equation A18 as follows:

A = 2

(q−2)/2∑
l=0

∑
S⊆Pq−1−l({x}\{xj})∪Pl({x}\{xj})

ωS

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 . (A19)

Note that each coalition S ⊆ Pq−1−l({x} \ {xj}) ∪ Pl({x} \ {xj}) is either composed of

|S| = q − 1− l or |S| = l elements obtained from the set of features {x} \ {xj} of size q − 1.

Therefore, according to Lemma 4, all of the coalitions S ⊆ Pq−1−l({x}\{xj})∪Pl({x}\{xj})

12



have the same weight. We refer to this weight as ωl. Thus, Equation A19 simplifies to:

A = 2

(q−2)/2∑
l=0

ωl

∑
S⊆Pq−1−l({x}\{xj})∪Pl({x}\{xj})

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 . (A20)

By construction, each feature xk ∈ {x} \ {xj} is included in half of the coalitions S ⊆

Pq−1−l({x} \ {xj})∪Pl({x} \ {xj}). Note that the set Pq−1−l({x} \ {xj})∪Pl({x} \ {xj}) is

composed of 2×Cq−1−l
q−1 = 2×C l

q−1 coalitions. Therefore, each feature xk is included in C l
q−1

coalitions. Thus, we can write that:

∑
S⊆Pq−1−l({x}\{xj})∪Pl({x}\{xj})

q∑
k=1
k∈S

h(xk) =

q∑
k=1
k ̸=j

C l
q−1h(xk). (A21)

As each feature xk ∈ {x} \ {xj} is included in half of the coalitions S ⊆ Pq−1−l({x} \ {xj})∪

Pl({x} \ {xj}), each of them is excluded from the coalitions S half of the time. Therefore,

each feature xk is included in C l
q−1 coalitions S ⊆ Pq−1−l({x} \ {xj}) ∪ Pl({x} \ {xj}), such

that:

∑
S⊆Pq−1−l({x}\{xj})∪Pl({x}\{xj})

q∑
k=1
k∈S

g(xk) =

q∑
k=1
k ̸=j

C l
q−1g(xk). (A22)

As a consequence, Equation A19 simplifies to:

A = 2

(q−2)/2∑
l=0

ωlC
l
q−1

∑
k=1
k ̸=j

(h(xk) + g(xk))

 . (A23)

Moreover, according to the definition of ωl in Equation 4, we then have:

A = 2

(q−2)/2∑
l=0

1

q

∑
k=1
k ̸=j

(h(xk) + g(xk))

 . (A24)
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Finally, for an even number of features q, we obtain:

2
∑

S⊆P({x}\{xj})

ωS

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 =
∑
k=1
k ̸=j

(h(xk) + g(xk)) . (A25)

Similarly, when q is odd, we can write that:

A = 2

(q−1)/2∑
l=0

ωl

∑
S⊆Pq−1−l({x}\{xj})∪Pl({x}\{xj})

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 . (A26)

However, when l = (q− 1)/2, the set Pq−1−l({x} \ {xj})∪Pl({x} \ {xj}) is only composed of

Cq−1−l
q−1 = C l

q−1 coalitions as P(q−1)/2({x}\{xj})∪P(q−1)/2({x}\{xj}) = P(q−1)/2({x}\{xj}).

Therefore, for l = (q − 1)/2, each feature xk ∈ S ⊆ Pq−1−l({x} \ {xj}) ∪ Pl({x} \ {xj}) is

included in C l
q−1/2 coalitions. To take into account this specificity, we rewrite Equation A26

as follows:

A = 2

(q−3)/2∑
l=0

ωl

∑
S⊆Pq−1−l({x}\{xj})∪Pl({x}\{xj})

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 (A27)

− 2ω(q−1)/2

∑
S⊆P(q−1)/2({x}\{xj})

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 , (A28)

which is equal to:

A = 2

(q−3)/2∑
l=0

ωlC
l
q−1

∑
k=1
k ̸=j

(h(xk) + g(xk))

− 2w|(q−1)/2|
C

(q−1)/2
q−1

2

∑
k=1
k ̸=j

(h(xk) + g(xk))

 .

(A29)

According to the definition of ωl in Equation 4, we then have:

A = 2

(q−3)/2∑
l=0

1

q

∑
k=1
k ̸=j

(h(xk) + g(xk))

−

∑
k=1
k ̸=j

(h(xk) + g(xk))

 . (A30)
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Finally, for an odd number of features q, we obtain:

A = 2
∑

S⊆P({x}\{xj})

ωS

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 =
∑
k=1
k ̸=j

(h(xk) + g(xk)) . (A31)

As we obtain the same expression for A with an odd and an even number of features q, we

conclude that for all q:

2
∑

S⊆P({x}\{xj})

ωS

 q∑
k=1
k∈S

h(xk) +

q∑
k=1
k∈S

g(xk)

 =
∑
k=1
k ̸=j

(h(xk) + g(xk)) , (A32)

with h(.) and g(.) some unknown functions.

Proposition 1. Consider a linear regression model f̂(x) =
∑q

j=1 β̂jxj where we assume that

the DGP of the test sample Sn = {xi, yi, f̂(xi)}ni=1 satisfies E (x) = µq and V(x) = Σ a

positive semi-definite matrix, with Σk,j = σxk,xj
the covariance between feature xk and xj.

Then, the XPER contribution ϕj of feature xj to the R2 is:

ϕj =
2β̂jσy,xj

σ2
y

, ∀j = 1, ..., q, (A33)

with σ2
y the variance of the target variable and σy,xj

its covariance with feature xj.

Proof. Consider a linear regression model f̂(x) =
∑q

j=1 β̂jxj where we assume that the DGP

of the test sample Sn = {xi, yi, f̂(xi)}ni=1 satisfies E (x) = µq and V(x) = Σ a positive semi-

definite matrix, with Σk,j = σxk,xj
the covariance between feature xk and xj.

From Lemma 2 we can derive that, for a coalition S ⊆ P({x} \ {xj}), we have:

Ey,xS ,xj
ExS (G(y;x; δ0))− Ey,xSExS ,xj

(G(y;x; δ0)) = σ−2
y

−2

q∑
k=1
k∈S

β̂kβ̂jσxk,xj
+ 2

q∑
k=1
k∈S

β̂kβ̂jσxk,xj


+ σ−2

y

[
2β̂jσy,xj

]
, (A34)
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with σ2
y the variance of the target variable and σy,xj

its covariance with feature xj. Thus,

according to Definition 4 and Equation A34, the XPER contribution ϕj to the R2 is equal

to:

ϕj =
∑

S⊆P({x}\{xj})

ωS

(
Ey,xS ,xj

ExS (G(y;x; δ0))− Ey,xSExS ,xj
(G(y;x; δ0))

)

=
∑

S⊆P({x}\{xj})

ωS

σ−2
y

−2

q∑
k=1
k∈S

β̂kβ̂jσxk,xj
+ 2

q∑
k=1
k∈S

β̂kβ̂jσxk,xj




+
∑

S⊆P({x}\{xj})

ωSσ
−2
y

[
2β̂jσy,xj

]
. (A35)

As according to Lemma 1 we know that
∑

S⊆P({x}\{xj}) ωS = 1, we obtain:

ϕj =
∑

S⊆P({x}\{xj})

ωS

σ−2
y

−2

q∑
k=1
k∈S

β̂kβ̂jσxk,xj
+ 2

q∑
k=1
k∈S

β̂kβ̂jσxk,xj




+ σ−2
y

[
2β̂jσy,xj

]
. (A36)

According to Lemma 3, for h(xk) = −β̂kβ̂jσxk,xj
and g(xk) = β̂kβ̂jσxk,xj

we obtain:

2
∑

S⊆P({x}\{xj})

ωS

 q∑
k=1
k∈S

−β̂kβ̂jσxk,xj
+

q∑
k=1
k∈S

β̂kβ̂jσxk,xj

 =
∑
k=1
k ̸=j

(
−β̂kβ̂jσxk,xj

+ β̂kβ̂jσxk,xj

)
= 0

(A37)

Therefore, from Equation A36 and Equation A37 we deduce that the XPER contribution ϕj

of feature xj to the R2 is:

ϕj =
2β̂jσy,xj

σ2
y

.
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E.2 Proof of Equation 8

Lemma 4. The weight associated to a coalition S built from a set of features of size q− 1 is

equal to the weight of the coalition S̃, where |S̃| = q − 1− |S|, i.e., ωS = ωS̃.

Proof. According to Equation 4, ωS is defined as:

ωS =
1

q × C
|S|
q−1

=
1

q × (q−1)!
|S|!(q−1−|S|)!

.

Similarly, as |S̃| = q − 1− |S|, ωS̃ is expressed as:

ωS̃ =
1

q × C
|S̃|
q−1

=
1

q × C
q−1−|S|
q−1

=
1

q × (q−1)!
(q−1−|S|)!(q−1−(q−1−|S|))!

=
1

q × (q−1)!
|S|!(q−1−|S|)!

= ωS.

Proposition 2. Consider a linear regression model f̂(x) =
∑q

j=1 β̂jxj where we assume that

the DGP of the test sample Sn = {xi, yi, f̂(xi)}ni=1 satisfies E (x) = µq and V(x) = Σ a

positive semi-definite matrix, with Σk,j = σxk,xj
the covariance between feature xk and xj.

The individual XPER contribution ϕi,j to the R2 is:

ϕi,j = σ−2
y

β̂j(xi,j − E(xj))A− β̂2
j (x

2
i,j − E(x2

j)) +

q∑
k=1
k ̸=j

β̂kβ̂jσxk,xj

 .

with A =

(
2yi −

∑q
k=1
k ̸=j

β̂k(xi,k + E(xk))

)
, σ2

y the variance of the target variable and σxk,xj

the covariance between the feature xk and xj.

Proof. Consider a linear regression model f̂(x) =
∑q

j=1 β̂jxj where we assume that the DGP

of the test sample Sn = {xi, yi, f̂(xi)}ni=1 satisfies E (x) = µq and V(x) = Σ a positive semi-

definite matrix, with Σk,j = σxk,xj
the covariance between feature xk and xj.

From Lemma 2, we can derive that for a coalition S ⊆ P({x}\{xj}) and for an individual
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i we have:

ExS (G(yi;xi; δ0))− ExS ,xj
(G(yi;xi; δ0)) = σ−2

y

[
2yiβ̂j(xi,j − E(xj))− β̂2

j (x
2
i,j − E(x2

j))
]

+ σ−2
y

2∑
k=1
k∈S

β̂kβ̂jσxk,xj


− σ−2

y

2β̂j(xi,j − E(xj))

∑
k=1
k∈S

β̂kxi,k +
∑
k=1
k∈S

β̂kE(xk)


 ,

(A38)

with σ2
y the variance of the target variable and σxk,xj

the covariance between the feature xk

and xj. Thus, according to Definition 4 and Equation A38, the XPER contribution ϕi,j to

the R2 is equal to:

ϕi,j =
∑

S⊆P({x}\{xj})

ωS

(
ExS (G(yi;xi; δ0))− ExS ,xj

(G(yi;xi; δ0))
)

=
∑

S⊆P({x}\{xj})

ωSσ
−2
y

2yiβ̂j(xi,j − E(xj))− β̂2
j (x

2
i,j − E(x2

j)) + 2
∑
k=1
k∈S

β̂kβ̂jσxk,xj


−

∑
S⊆P({x}\{xj})

ωSσ
−2
y

2β̂j(xi,j − E(xj))

∑
k=1
k∈S

β̂kxi,k +
∑
k=1
k∈S

β̂kE(xk)


 . (A39)

As according to Lemma 1 we know that
∑

S⊆P({x}\{xj}) ωS = 1, we obtain:

ϕi,j = σ−2
y

2yiβ̂j(xi,j − E(xj))− β̂2
j (x

2
i,j − E(x2

j)) + 2
∑

S⊆P({x}\{xj})

ωS

∑
k=1
k∈S

β̂kβ̂jσxk,xj


− σ−2

y

β̂j(xi,j − E(xj))× 2
∑

S⊆P({x}\{xj})

ωS

∑
k=1
k∈S

β̂kxi,k +
∑
k=1
k∈S

β̂kE(xk)


 . (A40)
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According to Lemma 3, for h(xk) = 0 and g(xk) = β̂kβ̂jσxk,xj
we find that:

2
∑

S⊆P({x}\{xj})

ωS

∑
k=1
k∈S

β̂kβ̂jσxk,xj
=

q∑
k=1
k ̸=j

β̂kβ̂jσxk,xj
(A41)

Similarly, for h(xk) = β̂kxi,k and g(xk) = β̂kE(xk):

2
∑

S⊆P({x}\{xj})

ωS

∑
k=1
k∈S

β̂kxi,k +
∑
k=1
k∈S

β̂kE(xi,k)

 =

q∑
k=1
k ̸=j

β̂k(xi,k + E(xk)) (A42)

From Equation A40, A41, A42, we obtain:

ϕi,j = σ−2
y

2yiβ̂j(xi,j − E(xj))− β̂2
j (x

2
i,j − E(x2

j)) +

q∑
k=1
k ̸=j

β̂kβ̂jσxk,xj


− σ−2

y

β̂j(xi,j − E(xj))

q∑
k=1
k ̸=j

β̂k(xi,k + E(xk))

 . (A43)

Finally, rearranging the terms we obtain:

ϕi,j = σ−2
y

β̂j(xi,j − E(xj))A− β̂2
j (x

2
i,j − E(x2

j)) +

q∑
k=1
k ̸=j

β̂kβ̂jσxk,xj

 .

with A =

(
2yi −

∑q
k=1
k ̸=j

β̂k(xi,k + E(xk))

)
, σ2

y the variance of the target variable and σxk,xj

the covariance between the feature xk and xj.

E.3 Proof of the MSE example in Table A1

Proposition 3. Consider a linear regression model f̂(x) =
∑q

j=1 β̂jxj, where E (x) =

0q and V(x) = diag(σ2
xj
), ∀j = 1, ..., q, and E(y) = 0. The contributions ϕj of features
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xj to the (opposite of the) MSE satisfy the efficiency axiom such that:

2

q∑
j=1

β̂jσy,xj
−

q∑
j=1

β̂2
jσ

2
xj
− σ2

y︸ ︷︷ ︸
Ey,x(G(y;x;δ0))

= −
q∑

j=1

β̂2
jσ

2
xj
− σ2

y︸ ︷︷ ︸
ϕ0

+

q∑
j=1

2β̂jσy,xj︸ ︷︷ ︸
ϕj

. (A44)

Proof. Consider a linear regression model f̂(x) =
∑q

j=1 β̂jxj, where E (x) = 0q and V(x) =

diag(σ2
xj
), ∀j = 1, ..., q. As shown in Table A1, the individual contribution to the (opposite)

MSE is defined as G(y;x; δ0)) = −(y−xβ̂)2, where xβ̂ = f̂(x). Similarly, G(y;x; δ0)) can be

expressed as:

G(y;x; δ0)) = −
[
y2 +

q∑
j=1

x2
j β̂

2
j + 2

∑
1≤j<l≤q

β̂jβ̂lxjxl − 2

q∑
j=1

yxjβ̂j

]
. (A45)

To complete the proof, we first start by proving that the (opposite) MSE can be written as:

Ey,x(G(y;x; δ0)) = 2

q∑
j=1

β̂jσy,xj
−

q∑
j=1

β̂2
jσ

2
xj
− σ2

y. (A46)

Indeed, by taking the expected value of Equation A45 with respect to the joint distribution

of the target variable and the features, we obtain:

Ey,x(G(y;x; δ0)) = −E(y2)−
q∑

j=1

β̂2
jE(x2

j)− 2
∑

1≤j<l≤q

β̂jβ̂lE(xjxl) + 2

q∑
j=1

β̂jE(yxj). (A47)

As E (x) = 0q and V(x) = diag(σ2
xj
),∀j = 1, ..., q we have:

Ey,x(G(y;x; δ0)) = −E(y2)−
q∑

j=1

β̂2
jσ

2
xj
+ 2

q∑
j=1

β̂jσy,xj
.

As we assume that E(y) = 0, we have:

Ey,x(G(y;x; δ0)) = −σ2
y −

q∑
j=1

β̂2
jσ

2
xj
+ 2

q∑
j=1

β̂jσy,xj
. (A48)
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Second, we prove that the benchmark value of the (opposite) MSE can be written as:

ϕ0 = EyEx(G(y;x; δ0)) = −σ2
y −

q∑
j=1

β̂2
jσ

2
xj
. (A49)

From Equation A45, by taking the expected value with respect to the target variable and

the expected value with respect to the joint distribution of the features we obtain:

ϕ0 = EyEx(G(y;x; δ0)) = −E(y2)−
q∑

j=1

β̂2
jE(x2

j)− 2
∑

1≤j<l≤q

β̂jβ̂lE(xjxl) + 2

q∑
j=1

β̂kE(y)E(xj).

(A50)

As E (x) = 0q and V(x) = diag(σ2
xj
),∀j = 1, ..., q, we have:

ϕ0 = EyEx(G(y;x; δ0)) = −σ2
y −

q∑
j=1

β̂2
jσ

2
xj
. (A51)

Third, we show that the XPER value associated to the feature xj for the (opposite) MSE

can be expressed as:

ϕj = 2β̂jσy,xj
. (A52)

Note that the individual contribution to the R2, defined as GR2
(y;x; δ0) = 1 − σ−2

y (y −

xβ̂) according to Equation 2, can be expressed as GR2
(y;x; δ0) = 1 + σ−2

y G (y;x; δ0), with

G (y;x; δ0) the individual contribution to the MSE. According to Definition 3, the XPER

value associated to the feature xj for the R2:

ϕR2

j =
∑

S⊆P({x}\{xj})

ωS

[
Ey,xj ,xSExS

(
1 + σ−2

y G (y;x; δ0)
)
− Ey,xSE

xxj,S

(
1 + σ−2

y G (y;x; δ0)
)]

ϕR2

j = σ−2
y

 ∑
S⊆P({x}\{xj})

ωS

[
Ey,xj ,xSExS (G (y;x; δ0))− Ey,xSE

xxj,S
(G (y;x; δ0))

]
ϕR2

j =
ϕj

σ2
y

. (A53)
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Therefore, from Equation 6 and A53, we obtain:

ϕj = 2β̂jσy,xj
. (A54)

Finally, from Equation A48, A51, and A54, we conclude that:

2

q∑
j=1

β̂jσy,xj
−

q∑
j=1

β̂2
jσ

2
xj
− σ2

y︸ ︷︷ ︸
Ey,x(G(y;x;δ0))

= −
q∑

j=1

β̂2
jσ

2
xj
− σ2

y︸ ︷︷ ︸
ϕ0

+

q∑
j=1

2β̂jσy,xj︸ ︷︷ ︸
ϕj

. (A55)

E.4 Proof of the R2 example in Table A1

Proposition 4. Consider a linear regression model ŷ = f̂(x) =
∑q

j=1 β̂jxj, where E (x) =

0q and V(x) = diag(σ2
xj
),∀j = 1, ..., q, and the features are uncorrelated to the residuals

ε̂ = y − ŷ. The contributions ϕj of features xj to the R2 satisfy the efficiency axiom such

that:

σy,ŷ

σ2
y︸︷︷︸

Ey,x(G(y;x;δ0))

= −σy,ŷ

σ2
y︸ ︷︷ ︸

ϕ0

+

q∑
j=1

2β̂jσy,xj

σ2
y︸ ︷︷ ︸

ϕj

. (A56)

Proof. Consider a linear regression model f̂(x) =
∑q

j=1 β̂jxj, where E (x) = 0q and V(x) =

diag(σ2
xj
), ∀j = 1, ..., q. As shown in Equation 2, the individual contribution to the R2 is

defined as G(y;x; δ0)) = 1 − σ2
y(y − xβ̂)2, where xβ̂ = f̂(x). Similarly, G(y;x; δ0)) can be

expressed as:

G(y;x; δ0)) = 1− σ−2
y

[
y2 +

q∑
j=1

x2
j β̂

2
j + 2

∑
1≤j<l≤q

β̂jβ̂lxjxl − 2

q∑
j=1

yxjβ̂j

]
. (A57)
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To complete the proof, we first start by proving that the (opposite) MSE can be written as:

Ey,x(G(y;x; δ0)) =
σy,ŷ

σ2
y

. (A58)

Indeed, by taking the expected value of Equation A57 with respect to the joint distribution

of the target variable and the features, we obtain:

Ey,x(G(y;x; δ0)) = 1− σ−2
y

[
E(y2) +

q∑
j=1

β̂2
jE(x2

j) + 2
∑

1≤j<l≤q

β̂jβ̂lE(xjxl)− 2

q∑
j=1

β̂jE(yxj)

]
.

(A59)

We assume that E (x) = 0q and V(x) = diag(σ2
xj
),∀j = 1, ..., q. Therefore, we have:

Ey,x(G(y;x; δ0)) = 1− σ−2
y

[
E(y2) +

q∑
j=1

β̂2
jσ

2
xj
− 2

q∑
j=1

β̂jσy,xj

]
.

In a linear model without intercept, we know that E(y) = 0, therefore:

Ey,x(G(y;x; δ0)) = −
q∑

j=1

β̂2
jσ

2
xj

σ2
y

+

q∑
j=1

2β̂jσy,xj

σ2
y

. (A60)

Moreover, in a linear regression model, the target variable can be expressed as y = ŷ + ε̂,

with ŷ the estimated model and ε̂ the residuals. As the features are uncorrelated from each

other, if we also assume that they are uncorrelated to the residuals we can show that:

σy,ŷ =

q∑
j=1

β̂2
jσ

2
xj

=

q∑
j=1

β̂jσy,xj
, (A61)

with σy,ŷ the covariance between the target variable and its prediction. Therefore, the R2 as

expressed in Equation A60 is also written as:

Ey,x(G(y;x; δ0)) =
σy,ŷ

σ2
y

. (A62)

23



Second, we prove that the benchmark value of R2 can be written as:

ϕ0 = EyEx(G(y;x; δ0)) =
σy,ŷ

σ2
y

. (A63)

From Equation A45, by taking the expected value with respect to the target variable and

the expected value with respect to joint distribution of the features, we obtain:

ϕ0 = EyEx(G(y;x; δ0)) = 1− σ−2
y

[
E(y2) +

q∑
j=1

β̂2
jE(x2

j) + 2
∑

1≤j<l≤q

β̂jβ̂lE(xjxl)

]

− σ−2
y

[
−2

q∑
j=1

β̂jE(y)E(xj)

]
. (A64)

We assume that E (x) = 0q and V(x) = diag(σ2
xj
),∀j = 1, ..., q. Therefore, we have:

ϕ0 = EyEx(G(y;x; δ0)) = −
∑q

j=1 β̂
2
jσ

2
xj

σ2
y

. (A65)

From Equation A61, we can rewrite Equation A65 as:

ϕ0 = EyEx(G(y;x; δ0)) = −σy,ŷ

σ2
y

. (A66)

Third, as stated in Proposition 1 the XPER value associated to the feature xj for the R2 can

be expressed as:

ϕj =
2β̂jσy,xj

σ2
y

. (A67)

Finally, from Equation A62, A66, and A67, we conclude that:

σy,ŷ

σ2
y︸︷︷︸

Ey,x(G(y;x;δ0))

= −σy,ŷ

σ2
y︸ ︷︷ ︸

ϕ0

+

q∑
j=1

2β̂jσy,xj

σ2
y︸ ︷︷ ︸

ϕj

. (A68)
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E.5 Proof of the accuracy example in Table A1

Proposition 5. Consider any binary classification model f̂(x), with P̂ (x) = P̂(y = 1|x) the

estimated probability of belonging to class 1 (y=1). The contributions ϕj of features xj to the

accuracy satisfy the efficiency axiom such that:

2σy,f̂(x) + 2P(y = 1)P̂ (x) + 1− P(y = 1)− P̂ (x)︸ ︷︷ ︸
Ey,x(G(y;x;δ0))

= 2P(y = 1)P̂ (x) + 1− P(y = 1)− P̂ (x)︸ ︷︷ ︸
ϕ0

+ 2σy,f̂(x)︸ ︷︷ ︸∑q
j=1 ϕj

, (A69)

with P̂ (x) = P̂(y = 1|x) and σy,f̂(x) the covariance between the target variable and the classi-

fication output.

Proof. Consider any binary classification model f̂(x), with P̂ (x) = P̂(y = 1|x) the estimated

probability of belonging to class 1 (y=1). As shown in Table A1, the individual contribution

to the accuracy is defined as:

G(y;x; δ0)) = yf̂(x) + (1− y)(1− f̂(x)). (A70)

To complete the proof, we first start by proving that the accuracy can be written as:

Ey,x(G(y;x; δ0)) = 2σy,f̂(x) + 2P(y = 1)P̂ (x) + 1− P(y = 1)− P̂ (x). (A71)

Indeed, by taking the expected value of Equation A70 with respect to the joint distribution

of the target variable and the features, we obtain:

Ey,x(G(y;x; δ0)) = 2E
(
yf̂(x)

)
+ 1− E(y)− E

(
f̂(x)

)
= 2σy,f̂(x) + 2E(y)E

(
f̂(x)

)
+ 1− E(y)− E

(
f̂(x)

)
, (A72)
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with σy,f̂(x) the covariance between the target variable and the classification output. As the

target variable is binary, we know that E(y) = P(y = 1) and E
(
f̂(x)

)
= P̂(y = 1|x) = P̂ (x).

Therefore, we obtain:

Ey,x(G(y;x; δ0)) = 2σy,f̂(x) + 2P(y = 1)P̂ (x) + 1− P(y = 1)− P̂ (x). (A73)

Second, from Equation A70, we can see that by taking the expected value with respect to

the target variable and the expected value with respect to joint distribution of the features,

the benchmark value of accuracy can be written as:

ϕ0 = EyEx(G(y;x; δ0)) = 2E (y)E
(
f̂(x)

)
+ 1− E(y)− E

(
f̂(x)

)
= 2P(y = 1)P̂ (x) + 1− P(y = 1)− P̂ (x). (A74)

Third, according to the axiom 1, we deduce that the sum of the XPER values associated to

the features xj for the accuracy is equal to:

q∑
j=1

ϕj = 2σy,f̂(x). (A75)

Finally, from Equation A73, A74 and A75, we conclude that:

2σy,f̂(x) + 2P(y = 1)P̂ (x) + 1− P(y = 1)− P̂ (x)︸ ︷︷ ︸
Ey,x(G(y;x;δ0))

= 2P(y = 1)P̂ (x) + 1− P(y = 1)− P̂ (x)︸ ︷︷ ︸
ϕ0

+ 2σy,f̂(x)︸ ︷︷ ︸∑q
j=1 ϕj

. (A76)
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E.6 Proof of Equation A10

Proposition 6. Consider a regression model f̂(x) including only one feature x1 such as

x = x1. We can show that for the performance metric G(yi; f̂(xi); δ0) = −(yi− f̂(xi))
2, if we

assume that E(f̂(xi,1)) = 0, then the corresponding individual XPER value ϕi,1 is equal to:

ϕi,1 = 2ε̂iϕ
SHAP
i,1 +

(
ϕSHAP
i,1

)2
+ V

(
f̂(xi,1)

)
, (A77)

where ε̂i = yi − f̂(xi,1) is the prediction error of the model for individual i, and ϕSHAP
i,1 refers

to the SHAP value of the feature x1 for this individual.

Proof. Consider a regression model f̂(x) including only one feature x1 such as x = x1, and

the performance metric G(yi; f̂(xi); δ0) = −(yi − f̂(xi))
2.

According to Equation 7, the XPER value ϕi,1 decomposes G(yi; f̂(xi); δ0) such as:

G(yi; f̂(xi); δ0) = ϕi,0 + ϕi,1, (A78)

with ϕi,0 the benchmark value of the performance metric. Therefore, if we replace G(yi; f̂(xi); δ0)

by its expression in the previous equation, we can see that:

ϕi,1 = −y2i − f̂(xi,1)
2 + 2yif̂(xi,1)− ϕi,0. (A79)

Moreover, the benchmark value ϕi,0 is equal to:

ϕi,0 = Ex1

(
G(yi; f̂(xi); δ0)

)
= −y2i − E

(
f̂(xi,1)

2
)
+ 2yiE

(
f̂(xi,1)

)
. (A80)

As we assume that E
(
f̂(xi,1)

)
= 0, we obtain:

ϕi,0 = −y2i − V
(
f̂(xi,1)

)
. (A81)
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Replacing the expression of ϕi,0 in Equation A79 we obtain:

ϕi,1 = 2yif̂(xi,1) + V
(
f̂(xi,1)

)
− f̂(xi,1)

2. (A82)

As the prediction error εi can be expressed as the difference between the target variable yi

and the prediction f̂(xi,1), i.e., ε̂i = yi − f̂(xi,1), ϕi,1 is then equal to:

ϕi,1 = 2ε̂if̂(xi,1) + f̂(xi,1)
2 + V

(
f̂(xi,1)

)
. (A83)

Now, according to Equation A8 and A9, as E
(
f̂(xi,1)

)
= 0, we can see that:

f̂(xi,1) = ϕSHAP
i,1 . (A84)

with ϕSHAP
i,1 the SHAP value associated to feature x1 for individual i.

Finally, from Equation A83 and A84, we obtain:

ϕi,1 = 2ε̂iϕ
SHAP
i,1 +

(
ϕSHAP
i,1

)2
+ V

(
f̂(xi,1)

)
. (A85)

E.7 Proof of Proposition 1

Proposition 1. SHAP is a particular case of XPER where the individual contribution to the

performance metric is equal to the predicted value of the model, G (yi;xi; δ0) = f̂(xi).

Proof. According to Definition 4, the individual XPER value ϕj associated to the performance

metric G (yi;xi; δ0) = f̂(xi) is equal to:

ϕi,j =
∑

S⊆P({x}\{xj})

wS

[
ExS

(
f̂
(
xi,j,x

S
i ,x

S
))

− Exj ,xS

(
f̂
(
xj,x

S
i ,x

S
))]

. (A86)
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Moreover, according Equation A7, the SHAP value ϕSHAP
j associated to f̂(xi) is equal to:

ϕSHAP
i,j =

∑
S⊆P({x}\{xj})

wS

[
ExS

(
f̂(xi,j,x

S
i ,x

S)
)
− Exj ,xS

(
f̂(xj,x

S
i ,x

S)
)]

. (A87)

Therefore, in the particular case where G (yi;xi; δ0) = f̂(xi), according to Equation A86 and

A87, the individual XPER value ϕj is equal to the SHAP value ϕSHAP
j .

29



F Simulations: Explaining Overfitting

In Appendix F.1 and F.2, we propose two additional Monte Carlo simulation experiments

illustrating how XPER values can be used to detect the origin of overfitting. The latter can

arise for at least two reasons: (1) an improper control of the bias-variance trade-off through

model hyperparameters, or (2) a shift of the feature distributions between the training and

test samples. We illustrate each of these two cases in the following subsections.

F.1 Case 1: Improper control of the bias-variance trade-off

Consider a DGP given by yi = 1(y∗i > 0) with y∗i = ωiβ + εi a latent variable, ωi = (1 : x
′
i),

and εi an i.i.d. error term with εi ∼ N (0, 1). We consider three independent features

such that xi ∼ N (0,Σ) with diag(Σ) = (1.3, 1.2, 1.1). The true vector of parameters is

β = (β0, β1, β2, β3)
′
= (0.05, 0.5, 0.5, 0.5)

′ with β0 the intercept. We generate K = 5, 000

pseudo-samples {ysi ,xs
i}T+n

i=1 of size 1, 000 using this DGP. Then, we estimate a decision tree

using 5-fold cross validation on the first T = 700 observations of each pseudo-sample and we

use the remaining n = 300 observations as a test sample. In order to intentionally generate

overfitting, we impose a minimum tree-depth of 6 nodes for only three features in the model.

For each trained model, we implement XPER to decompose the effect of the features on

the AUC of the training and the test samples. We display in Figure A1a the empirical

distributions of the AUC. As expected, the trained tree models are overfitting the data,

illustrated by the relatively low AUC values obtained on the test samples compared to the

training samples. The empirical distributions of the XPER values reported in other panels

of Figure A1 show that this drop in performance does not come from a particular feature.

Indeed, the XPER contributions to the AUC are relatively close between the training and

the test sample for all features. Thus, when overfitting is due to an improper control of the
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bias-variance trade-off, we observe a large decrease of the performance metric along with a

stability of XPER values between the training and the test sample. Therefore, XPER can

be used as a reverse engineering tool to detect wrong settings of hyperparameters.
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Figure A1: Empirical distributions of AUC and XPER values in case of overfitting due to
improper control of the bias-variance trade-off

Note: This figure displays the empirical distributions of the AUC and XPER values on the training (dark
color) and test (light color) sample according to the framework detailed in Illustration 2, case 1. XPER
values are divided by the difference between the AUC of the model and the benchmark value to be
comparable between the training and the test sample. The solid lines refer to kernel density estimations.

F.2 Case 2: Shift of the feature distribution

Overfitting can also arise from a shift of the feature distributions between the training and

the test sample. To illustrate this origin of overfitting, we consider two distinct DGPs for

the training and the test sample. For the former, we keep the same DGP as in the first case.

For the test sample, we assume an increase in the variance of the first feature while keeping

other parameters unchanged, such that diag(Σ̃) = (3, 1.2, 1.1). In the context of time series,

such shift in the variance can come from a structural change. See Perron and Yamamoto

(2021) on how to detect forecasting performance changes with structural change tests. As
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in case 1, we generate K = 5, 000 pseudo-samples {ysi ,xs
i}T+n

i=1 of size 1,000 (T = 700 and

n = 300). For each pseudo-sample, we estimate a decision tree with a depth between 1 to 5

using 5-fold cross validation. Setting a relatively low tree depth avoids overfitting due to an

improper control of the bias-variance trade-off.
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Figure A2: Empirical distributions of AUC and XPER values in case of overfitting due to a
shift of the distribution of the features

Note: This figure displays the empirical distributions of the AUC and XPER values on the training (dark
color) and test (light color) sample according to the framework detailed in Illustration 2, case 2. XPER
values are divided by the difference between the AUC of the model and the benchmark value to be
comparable between the training and the test sample. The solid lines refer to kernel density estimations.

In Figure A2a, we observe a decrease in AUC between the training and test samples.

Contrary to the previous case, this decrease is due to the shift of the distribution of x1

which has also an impact on XPER values. More precisely, in Figure A2, we observe that

the contribution of feature x1 to the AUC increases from the training to the test sample

whereas the contribution of the other features decreases. Thus, observing both a drop in the

performance of the model and some variations in the XPER values from the training to the

test sample can indicate a change in the data structure. Such change is not captured by the

model and not related to hyperparameter settings.
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G Empirical Application: Some additional results

G.1 Summary statistics and features distribution

Table A4: Summary Statistics

Count Mean Std. Minimum 25% 50% 75% Maximum
Job tenure 7,440 9.3298 9.9787 0 2 5 15 58
Age 7,440 45.1691 14.7965 18 33 46 55 89
Car price 7,440 12,935 6,204 546 8,149 11,950 16,500 47,051
Funding amount 7,440 11,461 6,019 546 6,846 10,382 15,000 30,000
Loan duration 7,440 56.2176 19.3833 6 48 60 72 96
Monthly payment 7,440 0.1051 0.0611 0.0051 0.0690 0.0947 0.1304 2.6300
Downpayment 7,440 0.0897 0 1
Credit event 7,440 0.0220 0 1
Married 7,440 0.5347 0 1
Homeowner 7,440 0.3848 0 1
Default 7,440 0.2000 0 1

Note: This table displays summary statistics for each feature used in the XGBoost model as well as the
target variable. For each categorical feature the standard deviation (Std.) and the quartiles (25%, 50% and
75%) are not displayed.
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Figure A3: Features distribution by default class

Note: This figure displays the distribution of the features by default class on the training sample, using
kernel density estimation for continuous features. Dark red refers to defaulting borrowers and light red to
non-defaulting borrowers.
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G.2 XPER decomposition
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Figure A4: XPER decomposition of the AUC

Note: This figure displays the XPER values of the AUC of the XGBoost model estimated on the training
sample.

G.3 Individual XPER decomposition and data visualization

We analyse the impact of the various features on the performance metric but we now do it for

each borrower individually. We start by analysing in Figure A5 the XPER decomposition for

two sample borrowers. These force plots enable us to decompose the individual performance

of each borrower, as defined in Equation 7. By doing so, they allow us to understand why

some individuals contribute more to the AUC of the model than others. In each panel of

Figure A5, Performance refers to the contribution of the borrower to the AUC of the model

and Benchmark to their benchmark value, i.e., ϕi,0 in Equation 7. For each borrower, the

features increasing (respectively decreasing) the performance appear in red (blue). Borrower

#3 has a relatively high individual AUC compared to borrower #28 (both have theoretically

the same benchmark). The over-performance of borrower #3 is mainly due to the large

positive XPER values for funding amount, job tenure, and car price. It also comes from the

small negative XPER values for the marital status (married) and the share of the monthly

payment in the borrower’s income (monthly payment).
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Figure A5: Force plots of individual XPER values

Note: This figure displays the XPER decomposition (for the AUC) of two loan borrowers (see Equation 4).
Borrower #3 did not default on his loan and has a probability of default of 8% according to the XGBoost
((Panel (a)). Borrower #28 did not default on his loan and has a probability of default of 57% according to
the XGBoost (Panel (b)). Performance refers to the individual level of the AUC whereas Benchmark
represents the individual contribution to the AUC associated to a population where the target variable yi is
independent from the features xi. The red color refers to positive XPER values, i.e., features increasing
performance. The blue color refers to negative XPER values, i.e., features decreasing performance.

To better understand the relative influence of each feature for the two borrowers, we

analyse their risk-profiles and probabilities of default predicted by the model. Let us start

with borrower #3. He is 41 years old, homeowner, has a stable job, and applied for a loan to

buy a moderately-priced car. He provided a down payment greater than 50% of the car value

and experienced no past credit event. Intuitively, we would naturally classify this borrower

as low-risk and this is confirmed by the 8% default probability estimated by the XGBoost

model. Thus, as borrower #3 eventually did not default on his loan, his contribution to

the AUC is high. The situation of borrower #28 is quite different as he exhibits a higher

risk profile (young, jobless, not married, relatively large credit amount, no down payment).

Yet, the model remains quite undecided about his capacity to pay back the loan with a 57%

estimated default probability. As the AUC measures the discriminatory ability of the model,

this uncertainty leads to a low individual contribution, and even lower than the benchmark
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Figure A6: Summary plots of individual XPER values

Note: This figure displays the individual XPER values for each feature used in the XGBoost model. Each
dot represents the value for a given borrower (see Equation 4). We display the results for the borrowers
who paid back their loans (left graphic) and those who do not (right graphic).

We then consider the entire sample of borrowers. In Figure A6, we display the XPER

values for each feature as a function of the feature value. We analyse these results according

to two types of borrowers: non-defaulting borrowers (y=0) and defaulting borrowers (y=1).

We clearly see that depending on the value of the feature and the type of borrower, we

know if this feature contributes to increase or decrease the performance of the model. For

instance, for a non-defaulting borrower (left panel), a relatively high job tenure is associated

to a positive XPER value. This result is due to the fact that a relatively long job tenure

tends to lower the probability of default in the model. Hence, this increases the ability of

the model to distinguish him from the defaulting borrowers and boosts the XPER value. On

the opposite, for a defaulting borrower (right panel), a relatively high job tenure leads to a

negative XPER value and thus decreases his contribution to the AUC of the model.
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G.4 Boosting model performance

0.0 50.0
0.000

0.025

0.050

0.075

0.100

Job tenure
Default
Non-default

0.0 50.0 100.0
0.00

0.01

0.02

0.03
Age

0.0 20,000.040,000.0
0.000000

0.000025

0.000050

0.000075

0.000100

0.000125

Car price

0.0 20,000.0
0.000000

0.000025

0.000050

0.000075

0.000100

0.000125
Funding amount

0.0 50.0 100.0
0.00

0.01

0.02

0.03

Loan duration

0.0 0.5
0.0

2.5

5.0

7.5

10.0

Monthly payment

0 10.0

0.2

0.4

0.6

0.8

1.0
Downpayment

0 10.0

0.2

0.4

0.6

0.8

1.0
Credit event

0 10.0

0.2

0.4

0.6

Married
0 10.0

0.2

0.4

0.6

0.8
Homeowner

(a) Features distribution by default class in group 1
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(b) Features distribution by default class in group 2

Figure A7: Features distribution by default class for each group

Note: This figure displays the distribution of the features by default class on the training sample, for the
first (Panel (a)) and second group (Panel (b)) created from individual XPER values using the KMedoids
methodology. For continuous features, we use a kernel density estimation. Dark red refers to defaulting
borrowers and light red to non-defaulting borrowers.
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Figure A8: XPER decomposition of the AUC by group

Note: This figure displays the XPER values of the AUC of the XGBoost model estimated on the training
sample by group creating with the KMedoid method.
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