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Abstract

I develop a theory of how information and communication technology (IT) capital affects firms’

organization of production, consistent with multiple micro and macro facts. Firms, organized as hierar-

chies, choose at every layer capital, labor, and worker knowledge. To produce, production workers en-

counter and solve problems, whereas only managers use IT and specialize in problem solving. There are

four key results. First, as in the data, an IT price reduction reallocates within-firm knowledge and wages

away from production and towards managerial layers. Second, despite the model featuring capital-

labor complementarity for both managers and production workers, there is an endogenous IT capital-

to-production-labor substitution: a lower IT price makes problem solving at managerial layers cheaper,

raising factor demands at these layers. Third, firms’ IT capital and total knowledge are endogenously

complementary and increase firms’ measured TFP, as in the empirical literature. Fourth, counterfactual

exercises show that a decrease in the demand elasticity generates the observed value-added concentra-

tion in large firms and the decline of the aggregate labor share of GDP. A decline in the IT price explains

the decline of the real wage and wage bill share of production workers, and the increase of both for man-

agers.
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I. INTRODUCTION

During the past 40 years, there has been a rapid adoption of information and commu-

nication technology (IT) capital, strongly impacting the labor market. In the United

States, Wilson (2006) reports computers alone represent 30% of firms’ investment in

1998, and the IT price today is a third of the 1980 price (Eden and Gaggl 2018). At the

same time, wage inequality in the US is rising with the surprising feature that wages

for the less skilled workers are falling, despite aggregate productivity growth (see Autor

2014). Changes in the distribution of income have also manifested in a lower share of

national income for low-skill workers and a larger share for high-skill workers, with an

overall decline in the labor share of GDP (IMF 2017). Many of these labor market

trends are not unique to the United States but are shared by European countries (see

Autor 2010; Karabarbounis and Neiman 2013). Similarly widespread is the slowing

down of measured aggregate TFP growth during this period (Syverson 2017).

This paper rationalizes these and several other micro and macro facts within a

unified framework that opens the black box of firms’ organizational choices. In the

past 40 years, the reorganization of the typical white-collar workplace has been notably

visible as firms have introduced computers, email, and other internal communication

technologies. Simultaneously, production workers have seen their autonomy, understood

as independent problem solving, narrowed.

An Amazon warehouse illustrates this new organization of work. Production workers

serving an order must deal with four relevant questions, which I next describe together

with the organization of their solutions. First, what is the right packaging? This

problem is not solved by the worker but by a computerized information system. Second,

in which shelves are the ordered products located? Actually, workers do not need to

find the ordered products in the warehouse, because shelves glide to them through

the floor while workers, standing in their cubicles, simply place products inside the

boxes. Third, how many products should a worker pick at once so that none falls and

breaks? Suppose the order requires nineteen units of an item. The worker’s so-called

“Jennifer headset” might request him to sequentially pick five, then five, then five,

and, finally, four items. Finally, where is the order delivered? In fact, the address is

automatically stamped on the exit belt, as the package leaves the premises. In this

example, the autonomy of production workers is reduced to an extreme degree through

a rational design of IT systems that complement managers. As a consequence, Amazon
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reduces its costs by paying lower wages than otherwise to the numerous production

workers. More generally, Appendix Section A documents how truck drivers, low-level

lawyers, and customer services have been reorganized by reducing production workers’

autonomy and wages, while managers fine-tune firms’ information systems, suggesting

these trends occur across industries.

The knowledge-based hierarchy literature is a natural theory for thinking about

optimal problem solving within organizations (Garicano 2000; Garicano and Rossi-

Hansberg 2006; Caliendo and Rossi-Hansberg 2012). In this paper, firms’ organizational

decision involves choosing capital, labor, and worker knowledge at each layer of the

hierarchy, as well as the number of layers, as suggested in Lucas (1978). As in the

Amazon example, production workers use their time and non-IT capital to generate

potential production, or problems. Production workers have knowledge that allows

them to solve some of the problems, which realizes output. Problems unsolved at

the production layer are sent to managers in the first layer, who use IT capital to

solve them. These managers also solve the problems they know and have the recourse

of the next-level management, in a process that continues up to the CEO. Hence,

realized production is the result of potential production that materializes due to worker

knowledge across all layers of the organization. Since managers’ time is relatively

expensive, using it optimally implies they deal with infrequent, nonroutine problems.

In this theory, firms’ IT capital is a new technology through which managers and the

CEO leverage their available time to solve problems. On the one hand, adding a layer

involves extra employees and capital, an expense that acts like a fixed cost to the firm

since, without knowledge, these factors do not produce output. However, it allows

a more efficient knowledge allocation across layers, which reduces the marginal cost.

Hence, the theory endogenizes the menu of fixed and marginal costs and a firm with a

sufficiently large demand, chooses more managerial layers.

I contribute to this literature by adding endogenous physical capital adoption, which

allows me to quantitatively evaluate the model using standard firm production func-

tions. Hence, I can address the main questions that information technology raises:

What are the implications of IT for the wages of unskilled workers? Why are IT and

unskilled workers substitutes? How does IT affect firm productivity? And what are

the macroeconomic implications of this new technology that complements managers?

To answer these questions, the theory characterizes firms’ optimal reorganization as IT

prices decline, and speaks to macro questions using micro discipline.
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The first key result of the paper is that cheaper IT reallocates problem solving within

the firm, reducing knowledge and wages of production workers and increasing those of

managers. Lower IT prices alters the relative price of problem solving across layers:

promotes the use of managers and IT, which become cheaper, instead of production

workers, who become relatively expensive. This theory is consistent with the observed

decline in production worker wages, despite intense and widespread adoption of a new

general-purpose technology, IT.

The second key result is that IT capital and production labor are indirect sub-

stitutes, despite an external calibration with capital-labor complementarity, more for

managerial than production layers as in the capital-skill complementarity hypothesis by

Griliches (1969). This substitution is indirect for three reasons. First, the model does

not impose any explicit constraint to the substitution or complementarity possibilities

between IT capital and production workers. Hence, IT capital and production labor

substitution is a consequence of optimal firm reorganization when IT prices fall. The

mechanism is connected to knowledge reallocation, the first key result above: lower IT

prices, reduce the relative price of problem solving at managerial layers, and the firm

optimally solves fewer problems at the production layer. To deal with more problems

at the managerial layers, the firm increases the demand for IT and managers relative

to production workers. Second, it is indirect because it is in contrast to the classic ap-

proach in macroeconomics, and empirical work, where a constant parameter is assumed

to govern factor’s elasticities. Third, quantitatively, it is the mean of the distribution of

problems that matters for this result, and not the within-layer capital-labor elasticity

parameters. The IT capital-to-plant-labor elasticity is a quantitative result (as op-

posed to a proposition) and a long-run elasticity, because I focus on 1980-2015 changes,

consistent with an analysis across two steady states.

The third key result is that firms’ total worker knowledge and IT are endogenously

complementary because lower IT prices make it cheaper to deal with problems, so the

marginal cost of production falls, and the firm expands. This increase in production

tightens the CEO time constraint, which is optimally relieved through more knowl-

edge in all layers, including the CEO. Hence, firms’ total knowledge and IT increase

simultaneously, a complementarity that has ample empirical support, as I review in the

next section. Moreover, this theoretical result has implications for TFP measurement:

ignoring the endogenous interaction between worker knowledge, firm organization, and

IT is likely to result in biased firm and aggregate TFP estimates.
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The fourth key result is the model’s ability to match a wide range of micro and macro

facts. The model is calibrated using microdata moments on firm organization, and uses

two sources of variation to explain the aggregates: (1) an IT price decline from the

Bureau of Economic Analysis (BEA) data and (2) a demand elasticity reduction such

that markups increase more for larger firms, consistent with de Loecker, Eeckhout, and

Unger (2020, hereafter DEU). Regarding micro facts, the quantitative model captures

the positive association in the firm cross-section between value-added and (1) wages, (2)

the capital-labor ratio, and (3) the inverse of the labor share. Within a firm, over time,

(4) wages decline at low layers and increase at top layers, (5) the employment share of

managers increases, (6) the wage bill share of managers increases and that of production

workers declines, (7) the IT capital-labor ratio increases, and (8) the labor share of

value-added of large firms declines (Autor et al. 2020, hereafter ADKPV). Regarding

macro facts, over time, (9) the share of labor compensation going to managers increases

and (10) that of production workers decreases, (11) the labor share of GDP declines

(Karabarbounis and Neiman 2013), (12) value-added concentration rises (ADKPV),

and (13) the aggregate markup increases (DEU).

The empirical success of the model makes the framework valuable for counterfac-

tual exercises. The model rationalizes observed factor demands (i) in the firm cross-

section and (ii) as IT prices decline, providing the necessary production-side discipline

to demand-based explanations for macro trends. In fact, both the measurement of the

firm markup and the mechanism for sales reallocation across firms depend crucially

on the assumed production function. My experiments show that IT is the key driver

of the above inequality facts, including the diverging macro trends for managers and

production workers. On the contrary, lower demand elasticity produces value-added

concentration in large firms and the decline of the aggregate labor share where, for

both, organizational choices have a quantitatively large dampening effect.

Related Literature. This paper relates to knowledge-based theories of the firm

(see Garicano 2000). The model is closer to that of Caliendo and Rossi-Hansberg

(2012), who study how firms that are heterogeneous in demand organize and how their

productivity responds to international trade. Garicano and Rossi-Hansberg (2006)

study inequality and argue that there are two types of IT when it comes to their wage

inequality consequences:1 IT that decreases knowledge access costs, like computers, and

1See also Antràs, Garicano, and Rossi-Hansberg (2006) and Antràs, Garicano, and Rossi-Hansberg
(2008), who study the implications of offshoring on wage inequality within cross-country organizations.
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IT that decreases communication costs. I use a more coarse concept of IT, and I dispense

with their elegant assignment model between managers and workers, which allows me

to contribute in the following ways. First, to this theoretical literature I add optimal

capital choices to allow a natural quantification and mapping to micro and macro facts.

Second, because capital is a choice, I can speak to the literature that studies the shape

of the microeconomic production function, with an emphasis on how new technologies

and different types of labor may complement or substitute for each other (see Goldin

and Katz 1998). Third, I fully characterize firms’ optimal organization in the cross-

section and their reorganization as IT prices decline, and discipline determinants of

macro trends.

The empirical evidence on firm organization provides credibility to the mechanisms

in my model. Caliendo, Monte, and Rossi-Hansberg (2015) provide evidence based

on French linked employer-employee data that is consistent with the predictions in

Caliendo and Rossi-Hansberg (2012); for example, given the number of layers, wages

rise with firm value-added, a result also obtained in this paper. Bloom et al. (2014)

show that IT reduces production workers’ autonomy as measured by the capacity of

independent decision making, as obtained in this theory. Further, Caliendo et al. (2015)

find that, when a firm expands its production by adding layers, its price and marginal

cost falls, whereas the opposite occurs to both when the number of layers is fixed.

Quantitatively, I obtain marginal and average costs functions with the same properties,

extending the previous results to a theory with optimal capital choices.

The theory is also consistent with the empirical literature that studies the impact

of IT. In the model, computers are effectively substituting routine tasks/workers, as in

Autor, Levy, and Murnane (2003). Autor, Katz, and Krueger (1998) show in United

States data that computer adoption and the skilled wage bill share are positively re-

lated, as in the model. The theory also rationalizes the evidence of complementarity

between IT adoption, skills, and firm reorganization provided by Bresnahan, Brynjolf-

sson, and Hitt (2002), Caroli and Van Reenen (2001), and Bloom, Sadun, and Van

Reenen (2012). Moreover, the theory is consistent with the declining routine wages

due to adoption of broadband Internet in Norway (Akerman, Gaarder, and Mogstad

While focusing on different implications, Gumpert (2018) and Gumpert, Steimer, and Antoni (2018)
study the role of communication costs on multiplant organization. Santamaria (2018) studies how
spatial sorting affects inequality through two channels: spatial differences in technology and endogenous
organization of production. Sforza (2017) studies the impact of trade and credit shocks on firm
organization. I also relate to Eeckhout and Kircher (2018) in that our models allow input quality and
quantity choices in the firm cross-section, though our questions are fundamentally different.
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2015) and due to more IT investments induced by tax deductions in the UK (Gaggl

and Wright 2017, hereafter GW); also, for the United States in the past 40 years, with

the decline of all percentiles below the median of the real wage distribution of only

the largest firms (see Song et al. 2019). For the United States, ADKPV and Kehrigy

and Vincent (2018) provide rich evidence related to the decline in the labor share and,

specifically, show the importance of reallocation of sales to “superstar firms”, with a low

labor share, a result that this theory matches. Lashkari, Bauer, and Boussard (2018)

show a positive relation between firm size and its IT capital-labor ratio in French data,

and estimate a production function featuring a nonhomothetic demand for IT.2 I com-

plement these papers by developing a production organization theory consistent with

multiple organizational facts, including inequality, and quantitatively analyze the micro

and macro effects of declining IT prices and rising markups.3

This paper also relates to a macro literature. Oberfield and Raval (2014), with

a micro estimate of capital-labor elasticity lower than one, show that firms’ technical

change is key to understanding the decline in the labor share. Unlike them, this paper

microfounds firms’ production function to explicitly capture organizational choices with

IT, and their endogenous response to cheaper IT, providing valuable macroeconomic

insights as Antràs and Rossi-Hansberg (2009) view to be desirable. There is also related

literature that uses aggregate production functions. Acemoglu and Restrepo (2018) and

Hemous and Olsen (2016) study the impact of automation from a directed technical

change perspective. Eden and Gaggl (2018) study the macro effects of lower IT prices

using a CES production function with routine and nonroutine labor, IT and non-IT

capital. Unlike them, this theory focuses on firms’ decisions and features capital-labor

complementarity for both unskilled and skilled workers, though more for the latter,

which Goldin and Katz (1998) consider valid for technologies in the post-WWII period.

This paper is structured as follows. In Section II, I introduce the model, solve it, and

define the equilibrium. In Section III, describes the micro implications of the model,

and in Section IV, I calibrate the model using micro moments on firm organization for

the United States and evaluate the quantitative performance of the model for micro

and macro facts. In Section V, I study two counterfactual scenarios: (1) lower IT prices

2I review these papers in more detail when mapping the model to the data.
3See also Hsieh and Rossi-Hansberg (2019) and Aghion et al. (2019) for theories connecting sales

concentration and how IT has affected market entry costs of firms. See Koh, Santaeulàlia-Llopis, and
Zheng (2018) for how the decline in the labor share can be explained by the capitalization of intellectual
property products.
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and (2) lower elasticity of demand. Section VI concludes.

II. MODEL

II.A. Model Setup

Preferences and Occupational Choice. Agents maximize total consumption,

Q, ∫
ω∈Ω

α(ω)1/ρ(ω)
(
qc(ω)

Q

) ρ(ω)−1
ρ(ω)

dω = 1 (1)

where for each variety ω ∈ Ω, qc(ω) denotes the quantity consumed, α(ω) is the product-

appeal shifter, and ρ(ω) > 1 is the elasticity of substitution. Equation 1 implicitly

defines the constant relative elasticity of income and substitution (CREIS) utility func-

tion due to Lashkari and Mestieri (2017), which generalizes the constant elasticity of

substitution (CES) utility. These preferences allow ρ(ω), the elasticity of demand for

good ω, to be nonconstant across ω. Still, its implied inverse demand for ω has the

familiar form

p(ω) =

(
qc(ω)

α(ω)R

)−1/ρ(ω)

D(ω) (2)

where D(ω) ≡ P
ρ(ω)−1
ρ(ω) M

m(ω)
, m(ω) ≡ ρ(ω)

ρ(ω)−1
, R is aggregate spending, and the ideal price

and markup indexes, P and M , respectively, are defined implicitly by
∫
ω∈Ω α(ω)

(
m(ω)
M

)−ρ(ω) (
p(ω)
P

)−(ρ(ω)−1)

dω = 1∫
ω∈Ω α(ω)

(
m(ω)
M

p(ω)
P

)−(ρ(ω)−1)

dω = 1
(3)

Note the inverse demand in Equation 2 is very similar to that obtained under CES.

In fact, when ρ(ω) = ρ, ∀ω, CREIS collapses to CES. I use CREIS instead of CES,

so that the quantitative analysis is, in a simple way, consistent with the evidence on

markup heterogeneity in DEU, thereby focusing instead on a theory about production

organization. An important feature of the demand function is that, a variety ω with a

higher α(ω) delivers a larger utility, and hence, ceteris paribus, its demanded quantity

is larger. Each product ω corresponds to one firm only and has a different α(ω), which

is the source of exogenous firm/product heterogeneity in this model.

The economy is populated by N agents who inelastically supply one unit of labor.
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They are ex-ante identical, but acquire different knowledge ex-post, and with their net

wage they consume. To consume, agents use their available unit of time in the labor

market where they obtain a wage, w, and also receive their equal share in aggregate

profits and factor income. Agents can work either in the production sector or in the

education sector. Agents that acquire knowledge z to produce, pay a training cost of

wcz, because learning requires teachers in the education sector who are paid w, and c is

the amount of teaching time required per unit of knowledge. Firms exactly compensate

for the cost of acquiring knowledge, leaving all agents indifferent across sectors, firms,

and occupations with a net wage of w in equilibrium. In the next section, I introduce

the benefits of knowledge, which arise from firms’ production choices.

Firms. A unit mass of firms obtain a draw for α, which determines the level of

demand for their product variety ω, from a cumulative distribution function (CDF) de-

noted G(α), assumed to be log-normal distribution with parameters (µα, ξα). Organiz-

ing production implies choosing optimally the number of managerial layers, 2 ≤ L ≤ 4,4

and the amount of each of three factors at each layer l, namely, capital, kl, labor, nl, and

knowledge, zl.
5 This adds capital choices to the model by Caliendo and Rossi-Hansberg

(2012), to which I relate at the end of this section, after describing firm technology in

this model.

Within an organization, agents are broadly grouped into production workers, at layer

1, and managers, at layers l > 1. Workers are dedicated to production and problem

solving and send their unsolved problems to the managers. As in the Amazon example,

to capture that managers use and control firms’ information systems, I assume that, at

layer 1 production workers, n1, use production, non-IT, capital, k1, while managers, nl

∀l > 1, use IT capital, kl ∀l > 1.

At the production layer, capital and labor are combined in an input bundle y1 ≡(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

. Per unit of input bundle, one problem arises that, if successfully

dealt with, yields A produced quantity. Accordingly, total potential output is Ay1. Each

unit of the production input bundle y1 is associated with a problem drawn from a CDF,

F (x) = 1 − exp(−λx). For a problem z drawn from F (.) to become realized output,

4I set 2 ≤ L ≤ 4 following the empirical mapping of occupations to layers in business hierarchies
in France by Caliendo, Monte, and Rossi-Hansberg (2015) available in Table XII in Appendix Section
C.2.2. I exclude self-employment as in Caliendo and Rossi-Hansberg (2012).

5For notational simplicity, I omit dependence of choices on L unless necessary for clarity.
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the production worker must have a knowledge set that includes such problem. Workers

can deal with all of the y1 problems, but can solve only those they know. Suppose

workers learn the interval [0, z1], then AF (z1)y1 is produced with their knowledge, and

all problems above z1 are sent to the managers at the layer immediately above. Assume

for exposition that such managers exist.

In layer 2, managers, using IT capital, deal with unsolved problems from l = 1,

and the required managerial input bundle yl ≡
(
k

σl−1

σl
l + n

σl−1

σl
l

) σl
σl−1

at l = 2 needs to

satisfy the restriction:

y2 = y1(1− F (z1)) (4)

The left-hand side (LHS) of Equation 4 is the managerial input at l = 2, composed

of managers and IT, whereas the right-hand side (RHS) is the amount of problems

unsolved at layer 1, which have been passed on to layer 2. To deal with such a volume

of problems in layer 2, the firm optimally chooses the number of managers, their knowl-

edge, and IT capital. Assume managers learn the interval [z1, z1 + z2], the amount of

problems passed on to layer 3 is y1(1 − F (z1 + z2)), that is, the unsolved problems at

all previous layers, those above z1 + z2.

More generally, at layer l, 1 < l < L, managers learn [Zl−1, Zl] with Zl ≡
∑l

j=1 zj,

and satisfy yl = y1(1−F (Zl−1)). The process continues with all managerial layers l > 1

using IT capital kl, until it reaches the top layer, L, that is, the CEO. In this layer,

I assume a single CEO, whose time is also fixed at one unit, and uses IT capital, kL,

to attempt yL ≡ 1 + BkβL

L problems, where B is a TFP shifter for CEO capital, and

0 < βL < 1 captures decreasing returns to CEO’s IT capital. This layer must also

satisfy yL = y1(1− F (ZL−1)).

As layers and knowledge are added, more of the potential production is realized,

such that for a firm with total knowledge ZL, realized production q is

q = AF (ZL)y1 (5)

With a decreasing density F (.), economizing on knowledge implies that workers at lower

layers learn the more common problems, whereas those at higher layers learn the more

exceptional problems. Next, Section II.B describes the optimization problem and its

solution for an arbitrary firm with its full set of constraints.

In Caliendo and Rossi-Hansberg (2012)’s theory, y1 = n1, and yl =
1
h
nl for l > 1,
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where h < 1 is a parameter capturing the time per problem required by a manager in

layer l to find the answer, and communicating it to those implementing the solution. In

this theory, I endogenize h modeling it as firms’ IT capital choices for optimal problem

solving, an aspect that was absent in the knowledge-based hierarchy literature. The

way I introduce capital in the organization problem is sensible. The restriction at the

CEO layer assumes total time is fixed at one unit and allow the CEO to leverage his

unit of time through IT capital, kL, although its use is subject to decreasing returns

to scale, 0 < βL < 1. These technology assumptions are a realistic way to capture

corporations in the real world, where CEO time is limited, and information systems

relieve the CEO from time-consuming activities.

The fixed CEO time assumption is shared with the knowledge-based hierarchy lit-

erature Garicano (2000); Garicano and Rossi-Hansberg (2006); Caliendo and Rossi-

Hansberg (2012). It is also empirically relevant, since, as I show in the next section,

fixing CEO time in the model makes knowledge and wages grow with firm size condi-

tional on L as in the data (Caliendo, Monte, and Rossi-Hansberg 2015). In addition,

IT capital at the top layer allows CEOs to increase their span (see e.g. Guadalupe, Li,

and Wulf 2014). For all other layers, I use the simplest form that allows for capital-

labor complementarity for both managers and production workers, as in the capital-

skill complementarity hypothesis by Griliches (1969), which Goldin and Katz (1998)

find plausible for the post-WWII era. To discipline the results, I impose σl = σ2 for

1 < l < L, and assume that IT capital at any layer has price p2, whereas non-IT capital

has price p1.

II.B. Model Solution

The maximization problem of the firm can be split into two parts: optimization given

L and the choice of L, which I next describe sequentially.

Firm Choices Given L. The problem of a firm with demand α, given L, is

max
q,{zl,nl,kl}Ll=1

πL(α) = p(q)q −
L∑
l=1

(nlw(czl + 1) + plkl) (6)

11



subject to:

p(q) =
( q

αR

)−1/ρ(α)

D(α) (7)

q = A[1− exp(−λZL)]y1(k1, n1) (8)

yl(kl, nl) = y1(k1, n1) exp(−λZl−1), 1 < l < L (9)

yL(kL) = y1(k1, n1) exp(−λZL−1) (10)

nL = 1 (11)

zl > 0,∀l ≥ 1 (12)

In this problem, profit, πL(α), is the objective function, composed of revenue minus

total cost. Total cost is composed of the wage bill and capital spending where, at each

layer l, pl is the price of capital and wl ≡ w(czl + 1) is the cost of a unit of labor. The

first constraint is the demand of the firm for its α variety. The second is the production

function. The rest are the managerial input constraints introduced in the previous

section.

To understand the solution to the maximization problem, I next describe the solution

to the associated cost minimization problem for a given q, denoted CL(q).
6 The first-

order condition for z1 is

wcn1 −
L∑
l=2

ψly1(k1, n1)λ exp(−λZl−1) = ϕAλ exp(−λZL)y1(k1, n1) (13)

where ψl is the multiplier associated to the layer l managerial input constraint, Equation

9, and ϕ is the multiplier associated to the output constraint, Equation 8. Note ψl is

the effect on total cost of an extra unit of layer l input bundle, and ϕ is the cost effect

of an extra unit of output, that is, the marginal cost. So the LHS is the marginal cost

of providing a unit of knowledge to all production workers, minus the reduction in cost

due to fewer problems arriving to the upper layers, whereas RHS = ∂CL(q)
∂q

∂q
∂z1

= ∂CL(q)
∂z1

is the reduction in total cost that an extra unit of knowledge z1 generates. At the

optimum, both are equal, an intuition that is similar for all other layers.

6The interested reader can find the detailed derivations in the Appendix Section B.2.
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By combining the first-order conditions for kl and nl at every layer l < L:

kl
nl

=

(
pl

w(czl + 1)

)−σl

(14)

This is the familiar condition arising in two-factor CES production functions with elas-

ticity parameter σl with a crucial difference: in this model, knowledge is a production

factor that is chosen optimally and, hence gross wages are not exogenous to the firm.

Using the problem constraints and Equation 14, I obtain for each l < L

nl =
exp(−λZl−1)

A[1− exp(−λZL)]

(
(w(czl + 1))

Pl

)−σl

q, (15a)

kl =
exp(−λZl−1)

A[1− exp(−λZL)]

(
pl
Pl

)−σl

q, (15b)

where Pl ≡
(
p1−σl
l + (w(czl + 1))1−σl

)1/(1−σl)
. Equation 15 are conditional factor de-

mands and knowledge zl is also a production factor in this theory and is determined

implicitly by its first-order condition. Equation 15 has a familiar CES form, in which

knowledge appears in three places: as wages, as the denominator, and as a shifter in the

numerator, inside the exponential term. The reason for its appearance in wages is the

usual one: to capture the negative relation between the factor price and its demand.

The intuition for the latter two is also simple. Total knowledge ZL in the denominator

acts as a Hicks-neutral TFP, similar to the role of A in that a larger value delivers more

production, reflecting the role that F (ZL) plays in realizing potential production. Fi-

nally, the numerator contains an exponential term that captures the trade-off between

knowledge and the other two factors, labor and capital; the more knowledge at layers

lower than l, the less factors at layers l′ ≥ l are needed to produce q. At the top layer

L

1 +BkβL

L =
exp(−λZL−1)

A[1− exp(−λZL)]
q (16)

that is, the CEO, with IT capital, deals with all the unsolved problems at the previous

layer.

Using Equations 13 and 15-16 in total cost delivers CL(q), the cost function given

q and L. In Proposition 1, I characterize how factor demands change with output

given L, using comparative statics of the first-order conditions of the cost minimization

13



problem.7

7When formally solving the cost minimization problem, I allow the firm to choose zero knowledge,
but solutions of that sort will not occur. In Proposition 5 in Appendix Section B.2.1, I show that
a firm optimally choosing L will never have intermediate layers with zero knowledge. The reason is
that intermediate layers are costly but do not add anything to production if their knowledge is zero.
Section B.1 in the Appendix provides the parameter assumptions I impose throughout and discusses
their intuition. The proofs for all propositions in the main text can be found in Appendix Section B.2.
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Proposition 1. Given the number of layers L,

(1) the knowledge of all employees, zl ∀l,

(2) the number of employees, nl ∀l < L,

(3) capital, kl ∀l, and

(4) capital-labor ratios, kl/nl ∀l,

all increase with q.

Proof. See Appendix, Section B.2.2.

Proposition 1 states that factor demands given L are increasing in scale (except

CEO hours). Intuitively, given L, as the firm expands its scale, the CEO time constraint

becomes tighter. Using more IT capital allows the firm to leverage CEO time, as does

increasing knowledge at all other layers. As knowledge increases, so does the relative

price of labor to capital at each layer, which induces the firm to increase all within-layer

capital-labor ratios, and the firm-level capital-labor ratio. Capital and labor at each

layer also increase, as long as the substitution effect due to rising knowledge and wl is

smaller than the scale effect caused by increasing output and F (ZL); to be consistent

with the empirical evidence, I assume this to be the case through sufficient assumptions

on parameters on Appendix Section B.1.

As a consequence of this result, the following properties of the marginal and average

costs given L, MCL ≡ ∂CL(q)
∂q

and ACL ≡ CL(q)
q

, respectively, can be proven:

Proposition 2. Given L:

(1) The marginal cost is positive and increasing in q with limq→∞MCL = ∞.

(2) The average cost satisfies: (i) limq→0ACL = limq→∞ACL = ∞. (ii) ACL de-

creases at q → 0 and increases at q → ∞. (iii) ACL has a U-shape with a unique

minimum at q∗, the minimum efficient scale.

Proof. See Appendix, Section B.2.3.

That theMCL is increasing with scale is a consequence of the CEO time being fixed.

To understand why, it is useful to compare the benchmark model and two alternatives:

(i) a model with constant returns to scale at all layers, denoted CRS, and (ii) a model
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without capital at the CEO level, denoted NOkL. Only the constraints at layer L are

different relative to the benchmark and are given by
(
k

σL−1

σL
L + n

σL−1

σL
L

) σL
σL−1

=

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

exp(−λZL−1) (CRS)

1 =

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

exp(−λZL−1) (NOkL)

(17)

In the CRS model, the associated cost function is constant returns to scale in capital

and labor, optimal knowledge is independent of scale, and the marginal cost is constant.

On the contrary, under NOkL, CEO time is fixed and kL = 0, so increasing production

given L necessarily involves increasing knowledge at all layers, which makes the marginal

cost increase.

In the benchmark model, to increase q, the firm can increase kL, which allows a

lower marginal cost for any ZL relative to NOkL. Moreover, as long as kL is not too

advantageous relative to zL, both of these factors are used to increase production, all

zl rise (Proposition 1) and the marginal cost increases with output. This outcome is

guaranteed under Assumption 3 in the Appendix Section B.1, which bounds the returns

to IT. If the assumption was not satisfied due to, for example, too large increasing

returns to capital, βL > 1, then, to increase output, the firm could find it optimal

to reduce knowledge at all layers and increase capital with potentially lower marginal

costs. I conclude describing (1) in Proposition 2: since ∂MCL

∂q
> 0,MCL tends to infinity

as output rises.

Proposition 2 also deals with the average cost function properties. ACL goes to infin-

ity because zero knowledge at all layers still implies a positive fixed cost of compensating

workers for their time (w times the number of employees) and capital expenses, but

delivers no production, hence the label fixed cost, despite it is endogenously determined

and varies with q. Note that, at the very least, the CEO must be compensated for his

time. As knowledge increases (optimally) with scale, the fixed part of the cost of a layer

can be spread over more units, initially lowering the ACL until reaching the minimum

efficient scale (MES), from which point on the ACL increases with output due to the

increasing marginal cost.8 Hence, ACL has U-shape.

8Propositions 1 and 2, which build on Proposition 5 and Lemma 1 in the Appendix Section B.2.1,
extend the content of Proposition 1, B1, and Lemma 1 in Caliendo and Rossi-Hansberg (2012) to this
theory with capital choices.
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To connect cost minimization and profit maximization, note that in the latter, the

first-order condition for q delivers the familiar condition that price equals a constant

markup over marginal cost,

p(α) =
ρ(α)

ρ(α)− 1
MCL(q(α)) (18)

which together with Equation 2 determines the quantity produced. Firms are hetero-

geneous in their optimal scale, and those with a larger demand shifter α produce more.

This is shown combining the implicit expression for q(α) with Proposition 2.

Firm Organization Choice, L. A firm with demand α chooses among three

organizations by maximizing profits across L, that is

max
2≤L≤4

πL(α) = max
q

p(α)q − C(q) (19)

where C(q) ≡ min
2≤L≤4

CL(q) is the cost function, p(α) is given by Equation 2.

To understand the layer number choice, I next graphically illustrate average and

marginal cost for L = 2, 3 but the same arguments apply to any L + 1 vs L choice:

choosing an extra layer implies a trade-off between a lower marginal cost but a larger

fixed cost.

Figure I shows, on the LHS, average costs for given L have a U-shape as q changes

for a given firm (Proposition 2). An extra layer, even with zero knowledge for its

managers, implies a larger fixed labor cost due to the cost of employees’ time (w for

each worker) and capital spending. So, given a low production scale, AC3 > AC2 holds.

However, a firm with an extra layer also features a lower marginal cost for any output,

shown in the RHS of Figure I; the L = 3 organization economizes on knowledge of the

lower layers by optimally choosing knowledge at the extra layer. For this reason, as

output increases, the fixed part of the cost of the extra layer can be spread out and,

for a large enough output, the L = 3 organization features both a lower average and

marginal cost for a given q. Since firms with a larger α maximize profits with a larger

q, these arguments also imply a larger L is chosen by a firm with a large enough α. I

solve the L choice and the firm problems given α numerically, determining at the same

time the menu of endogenous fixed and variable costs of each organization.9

9A numerical determination of a menu of fixed and variable costs also occurs in Caliendo and
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Figure I: Average and marginal costs as a function of q conditional on L = 2, 3.

II.C. Equilibrium

To close the model, I assume the existence of a large enough “outside” sector with a

constant share of total income of (1− η), absorbing any excess factor supplies and de-

termining factor prices, (w, p1, p2), similar, for example, to Antràs, Fort, and Tintelnot

(2017). Income from the exogenously given factor supplies as well as firms’ aggregate

profits are evenly distributed to all consumers, which implies the latter’s aggregate

spending in consumption equals national income, denoted I.

Given factor prices, (w, p1, p2), the general equilibrium in this economy is given by an

output price index, P , and a markup index,M , for a firm producing variety ω, its output

q(ω), factor demands {nl(ω), kl(ω), zl(ω)}L(ω)l=1 and organization choice L(ω) ∈ {2, 3, 4},
and for consumers, for each variety ω, the quantity consumed, qc(ω), such that: (i)

consumers maximize utility subject to their budget constraint,
∫
Ω
p(ω)qc(ω) dω = ηI =

R, as described in Section II (ii) firms maximize profits, as described in Section II, and

(iii) labor, both types of capital, and goods markets clear.

Rossi-Hansberg (2012), and in an international trade context, for example, Antràs, Fort, and Tintelnot
(2017).
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III. MICRO IMPLICATIONS

In this section, I obtain the firm-level implications of the theory through comparative

statics using propositions and numerical results with the calibration in Section IV.

Specifically, in Section III.A, I describe the cross-sectional implications, and in Section

III.B, I characterize reorganization when IT prices fall; in both sections, I compare the

theoretical predictions to the existing evidence. Finally, I discuss the next two key

results of the paper: the indirect IT capital-to-production-labor elasticity and the TFP

measurement implications of IT adoption, in Sections III.C and III.D, respectively.

III.A. The Implications for the Firm Cross-Section

To map the predictions of the model in the α cross-section to the data, I first describe

the profit maximizing choices given L and then add the L choice. Henceforth, when

I describe the model predictions, I treat sales and value-added interchangeably, as in

ADKPV.

Proposition 1 proves that factor demands and the capital-labor ratio rise with q

given L, and, by profit maximization, larger α implies more q. Hence, the content of

Proposition 1 also extends to the observed firm cross-section given L. Additionally,

Figure II shows the labor cost both as a share of cost and value-added for L = 2 in the

α cross-section, using the calibrated parameters from Section IV, and ρ = 3.8,∀α; the
qualitative behavior of other organizations’ labor share’s is the same.

The labor share declines for low α and then rises slightly. The labor share of cost,

denoted ΛL, changes with q according to

∂ΛL

∂q
=

∑L
l=1

(
∂wl

∂q
nl +

∂nl

∂q
wl

)
−MCLΛ

L

CL

(20)

Note that the sign depends on the numerator, whose first term is positive due to Propo-

sition 1 and, in the second term, marginal cost behaves as in Proposition 2. For low

output, the labor share of cost falls because wl and nl are small (Proposition 1), whereas

the second term is large: for any L, as q approaches zero, the time compensation of the

CEO must be incurred making ΛL large, but marginal cost approaches a constant. As

α and output increases, the labor share of cost is lower, while the first term becomes
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larger larger and dominates making Equation 20 positive.10 A similar equation and

arguments can be used for the labor share of value added. Next, I show this theory has

predictions for the elements in Equation 20, which are observed in the data, providing

production-side discipline to the behavior of the firm-level labor share, a key element

to understand the aggregate labor share decline, and other macro trends.
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Figure II: Labor share of cost as a function of α, conditional on L = 2.

Table I shows comparative statics of key moments with respect to firm size un-

conditional on L, to map the model to the observed firm cross-section. To construct

the table, I use calibrated parameters from Section IV, and ρ = 3.8,∀α, and the ∗
symbol indicates the sign is obtained as a proposition for given L. The model-implied

regression slopes unconditional on L have the same sign as the correlations obtained

for given L (Propositions 1 and 2). To understand the results, next I discuss how the L

choice affects each moment on Table I, for the firm with an α such that it is indifferent

between adding an extra layer or not.

An extra layer reduces the marginal cost because, at the margin, an extra layer

allows the firm to economize on knowledge of all preexisting layers, and their wages

10Compare this theory to a Cobb-Douglas production function with L labor types. Note that

Equation 20 can be written in elasticity form as ∂ log ΛL

∂ log q =
∑L

l=1 (εwl,q + εnl,q) sl,wb − MCL(q)
ACL(q) , where

εxl,q ≡ ∂ log(xl)
∂ log(q) for xl = {wl, nl} and sl,wb ≡ wlnl∑L

l=1 wlnl
. For such production function, εnl,q is the

inverse of the output elasticity of factor nl, is constant and equal to 1/sl,wb, and the labor share of
cost does not change with output if, for example, (1) the firm is a price taker in factor markets, hence
εwl,q = 0, and (2) the marginal cost equals the average cost.
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fall; this result is the same as in Caliendo and Rossi-Hansberg (2012), which is not

surprising, since this theory converges to theirs in the limit when capital prices go to

infinity. However, the rise of wl and MCL with α given L dominates (Proposition

1) and a positive correlation is predicted for wl and MC(q) ≡ ∂C(q)
∂q

and sales in the

cross-section.

TABLE I: COMPARATIVE STATICS: FIRM CROSS-SECTION IMPLICATIONS

Dependent Variable

w1 w2 w3 w4

L∑
l=2

kl

L∑
l=2

nl

L∑
l=1

kl

L∑
l=1

nl

L∑
l=1

wlnl

C(q)

L∑
l=1

wlnl

p(q)q
∂C(q)
∂q

p(α)q(α) +∗ +∗ +∗ +∗ + +∗ - - +∗

Notes. Model implied regression slopes of firm-level (1) wages in each layer, (2) IT capital-labor

ratio, (3) capital-labor ratio, (4) labor share of cost and (5) of value-added, (6) marginal cost on

firm revenue in the firm cross-section, unconditional to L. The ∗ symbol indicates the result

holds as a Proposition for given L. Signs unconditional on L are numerical results using the

calibration in Section IV and ρ = 3.8, ∀α.

The capital-labor ratio can be written as
∑L

l=1 kl∑L
l=1 nl

=
∑L

l=1
kl
nl

nl∑L
l=1 nl

. An extra layer

reduces wl at every preexisting l, lowering kl
nl

=
(

pl
wl

)−σl

in those layers and contributing

to a lower firm-level capital-labor ratio. But two effects more must be accounted for.

First, the extra layer lowers the weight of preexisting layers ( nl∑L
l=1 nl

) in the firm-level

capital-labor ratio, lowering the latter. Second, because quantitatively wages satisfy

wl > wl−1, the extra management layer features a higher capital-labor ratio than preex-

isting managerial layers; however, this extra management layer has a smaller weight due

to the hierarchical organization, which implies yl < yl−1 (and numerically nl < nl−1).

Quantitatively, when a layer is added
∑L

l=1 kl∑L
l=1 nl

falls; however, the rise with α given L

dominates (Proposition 1) and determines the positive correlation in the firm cross-

section. With a similar argument, a positive correlation between IT capital-labor ratio

and sales in the cross-section is predicted.

The firm labor share of cost of an organization L, denoted ΛL, can be written

as ΛL =
∑L

l=1 Λ
L
l s

L
l,c, where ΛL

l ≡ wL
l nL

l

wL
l nL

l +plk
L
l

is the labor share of cost at layer l,

sLl,c ≡ wL
l nL

l +plk
L
l

CL(q)
is the layer l share in total cost, and superscripts highlight choices

of the L organization. Accordingly, the total change in the firm labor share across

organizations L and L + 1 can be decomposed using a shift-share approach (Baily,
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Hulten, and Campbell 1992) as

∆Λ =
∑
l∈Γ

∆Λls
L+1
l,c︸ ︷︷ ︸

within-layer change

+
∑
l∈Γ

ΛL
l ∆sl,c︸ ︷︷ ︸

cost share reallocation

+ΛL+1
L sL+1

L,c︸ ︷︷ ︸
extra layer

(21)

where Γ is the set of common layers across both organizations and ∆x ≡ xL+1 − xL for

any variable x. The first term captures within-layer labor share changes, whereas the

second is the reallocation of cost across layers, and both sum across all the common

layers; the third is the contribution of the extra layer, L, in the L + 1 organization.

Regarding the first term, for l < L the sign of ∆Λl due to an extra layer can be inferred

from expression
wL

l nL
l

plk
L
l

=
(

wL
l

pl

)1−σl

: an extra layer reduces wL
l at every preexisting layer,

an effect which tends to reduce the firm labor share of cost, due to within-layer capital-

labor complementarity. Contrary, the labor to capital expense rises at the CEO layer

because a larger share of problems are solved at layers below, fewer problems arrive to

the CEO, and hence kL+1
L+1 < kLL; this contributes to a positive ∆Λ, but its weight is small

due to the hierarchical nature of the firm, which quantitatively implies sLl+1,c < sLl,c∀L.
The second term in Equation 21 captures changes in preexisting layer’s cost shares

(reallocation). An extra layer allows economizing on cost of all preexisting layers, that

is, negative ∆sl,c∀l ∈ Γ, lowering ∆Λ. Finally, the third term, the extra (intermediate)

layer of the L+ 1 relative to L organization, contributes to an increase in ∆Λ, but its

weight is small relative to the lower layers (sL+1
L,c < sL+1

l,c ,∀l < L). Quantitatively, the

two effects that lower ∆Λ dominate and the labor share of cost declines when increasing

L, which together with Figure II explains the negative correlation between value-added

and labor share of cost in Table I.

To conclude, the labor share of value-added can be written as∑L
l=1w

L
l n

L
l

p(qL)qL
= ΛLAV CL

MCL

MCL

p(qL)
(22)

Using the optimal price decision of the firm, we have MCL(q
L)

p(qL)
= 1

m
, so the third term

does not depend on L. Regarding the second term, an extra layer increases fixed costs

and reduces marginal cost, expanding output; quantitatively, an extra layer increases
AV CL

MCL
, so the LHS increases with L. However, the negative correlation between firm

size and labor share of value-added given L (Figure II) dominates and is responsible
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for the sign on Table I.11

In summary, Table I shows that firms with larger sales (a higher α) are associated

with (1) higher wages at every layer, (2) a higher IT capital-labor ratio, (3) a higher

capital-labor ratio, (4) a lower labor share relative to both cost and value-added, and

(5) a higher marginal cost. Table I slopes are calculated with sales as independent

variable, but output or value-added deliver the same signs.

Next, I show the predictions of the theory for the cross-section are observed in the

data. This provides production-side discipline to the calibration of ρ (for which I use

Equation 22 in Section IV), which has to be also consistent with aggregate trends, like

the decline in the labor share and sales reallocation to large firms.

The Evidence on the Firm Cross-Section. Empirically, wages rising with

output and sales in the cross-section firm sales is the well-known size-wage premium

(see e.g., Brown and Medoff 1989; Abowd, Kramarz, and Margolis 1999). This robust

stylized fact is rationalized by this organization theory where capital choices are opti-

mal, extending the results in Caliendo and Rossi-Hansberg (2012)’s only labor theory.

Moreover, Caliendo, Monte, and Rossi-Hansberg (2015) use French data and a map

from occupations to hierarchical layers and test the predictions in Caliendo and Rossi-

Hansberg (2012). They find that, when firms growth without changing the number of

layers, wages at all layers rise.

In the theory, as firms try to produce more, they optimally choose more knowledge,

making labor at all layers relatively expensive. As a consequence, the firm raises its

capital-labor ratios at all layers, and also at the firm level. Evidence that capital-labor

ratios increase in the firm value-added cross-section is found among others by Raval

(2010) in United States manufacturing, and by Abowd, Kramarz, and Margolis (1999)

in French data for several industries. Similarly, Lashkari, Bauer, and Boussard (2018)

show a positive association between firm size and the IT capital-labor ratio, which in this

theory is a consequence of firms substituting towards capital as managers’ knowledge,

and their wages, increase with size.12 Raval (2019) shows that the factor cost ratio,

11In the calibration, Section IV, I return to Equation 22 as I introduce heterogeneity in demand
elasticity in the firm cross-section and there will be an extra source of variation. As I will show in that
section, heterogeneity in ρ(α) only reinforces the negative correlation on Table I between labor share
of value-added and sales, since markups rise with firm size in the data and the model.

12Their paper uses a nonhomothetic production function, which they estimate, and also perform
general equilibrium counterfactual experiments.
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the ratio of capital cost to labor cost, is positively associated to firm value-added (so

negatively to the labor share of cost) in US manufacturing. Similarly, ADKPV report

the ratio of payroll to sales to be negatively related to sales, using manufacturing and

service sectors microdata from the United States Economic Census; Autor et al. (2017)

explain their observation with a model featuring a fixed cost of overhead labor, which

in this theory is the fixed part of the labor cost of layers.

Turning to the properties of the marginal and average cost function (Figure I)

have the same properties as in Caliendo et al. (2015), who study how organizational

choices affect firm productivity. Using Portuguese employer-employee matched data

and firms’ production quantity and input data in the manufacturing sector, they study

how productivity responds to reorganization as measured by a change in the number

of management layers. They find that an exogenous demand increase that makes the

firm add a management layer raises quantity-based productivity and revenue-based

productivity falls. The difference between these two productivity measures implies

that prices decline by adding an extra layer. Together, this suggests that firms reduce

their marginal cost by adding an extra layer as in the theory in Caliendo and Rossi-

Hansberg (2012) and this paper, which extends their results by adding optimal capital

choices.13

Data and model agree qualitatively, specifically on the micro responses that deter-

mine the change of the labor share of cost in the firm cross-section. Moreover, the

macro implications of the quantitative micro facts are potentially large: the correlation

between factor cost and value-added implies “an increase of about 35% to 50% [in the

factor cost ratio] between plants with value-added at the industry mean and the largest

plants in the industry” (Raval 2019, 6); understanding its structural determinants re-

quires a quantitative theory.

III.B. The Implications of the Organizational Channel of IT

Before turning to how knowledge changes across layers as a result of falling IT prices

(reorganization), I describe the trade-off across layers when choosing knowledge (orga-

nization). Combining first-order conditions for knowledge in layers 1 and 2, and using

a convenient expression for the multiplier in layer 2, delivers, at the optimum of an

13Interestingly, Almunia et al. (2018) also find evidence of increasing marginal costs, as in these
organizational theories. Almunia et al. (2018) show that an exogenous shock to domestic demand,
reduced firms’ marginal cost allowing them to expand their sales in foreign markets through exports.
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L > 2 organization:14

wcn1︸ ︷︷ ︸
MC of z1

−

Cost per problem︷ ︸︸ ︷
p2

∂y2(k2,n2)
∂k2

Change in Mass of Problems︷ ︸︸ ︷
y1(k1, n1)λ exp(−λz1)︸ ︷︷ ︸

Savings in Managerial Inputs

= wcn2︸ ︷︷ ︸
MC of z2

(23)

On the LHS, an extra unit of knowledge in layer 1 has marginal cost of wcn1 (first

term) but allows for less spending in communication costs to layer 2 (second term).

This second term captures cost savings from the extra unit of z1: the cost per problem

(price of IT over mass of problems solved by the last unit of IT) times the reduction

in the amount of problems received in layer 2 (number of problems times change in

density sent to layer 2). At the optimum, the marginal cost of knowledge in layer 1 net

of the change in communication costs (LHS) is equal to the marginal cost of knowledge

in layer 2 (RHS).

Equation 23 also delivers the intuition for how knowledge reallocation occurs when

the IT price, p2, falls: savings in communication costs due to layer 1 knowledge are

lower, which makes z1 relatively expensive. This tends to increase knowledge at layer 2

and decrease it at layer 1. Thus, firm reorganization of knowledge across layers generates

wage inequality within the firm, as is formally proven in the next two propositions.

Proposition 3 describes how factors and marginal cost respond to declining IT prices

holding q constant, that is, along an isoquant as in classic analysis (see Hicks 1932),

building the intuition for the indirect IT capital-production-labor elasticity, in Section

III.C, and for Proposition 4, where I allow output to adjust to map theory to the data.

Proposition 3. Given q, the firm response to a decline in the IT price on

(1) knowledge is such that

(i) for any L, dz1
dp2

> 0,

(ii) for any L,
∑L

l=1
dzl
dp2

= dZL

dp2
> 0,

(iii) for L = 2, dkL
dp2

< 0, and dzL
dp2

< 0; and

(2) cost is such that for any L, dMCL

dp2
> 0.

14These intuitions hold for any L, however.
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Proof. See Appendix, Section B.2.4.

The knowledge result (i) formally shows the aforementioned intuition that when

IT prices decline, the firm optimally reallocates knowledge away from the lowest layer

(i.e., dz1
dp2

> 0). The complete reorganization rationale is as follows. The number of

problems, y1 ≡ y1(k1, n1), and total knowledge, ZL, are choices that act like substitutes

to generate a given output, q = AF (ZL)y1. Since lower IT prices reduces the cost

of managers dealing with problems, the firm reorganizes by increasing the number of

problems, y1, and reducing the now relatively expensive factor, ZL (i.e., result [ii] in

Proposition 3). In particular, this is achieved with a lower z1 since this increases the

volume of unsolved problems that is passed on to higher layers.15

The result (iii) examines the simpler case L = 2: the decline in IT prices makes

IT capital increase, to attempt the solution of the increased volume of problems. CEO

knowledge also increases because of the knowledge reallocation mechanism described in

the previous paragraph. Quantitatively, (iii) holds ∀L. Finally, result (2) states that

marginal costs fall when IT becomes cheaper.

Relative to Proposition 3, mapping the theory to the data requires that q optimally

adjusts as p2 declines, and is the subject of Proposition 4.

Proposition 4. Firm responses to a decline in the IT price, for profit maximizing

output q, have the same characteristics as in Proposition 3, except, for any L,

(1) dq
dp2

< 0.

(2)
∑L

l=1
dzl
dp2

= dZL

dp2
< 0.

Proof. See Appendix, Section B.2.5.

Proposition 4 shows that firms increase output when the price of IT declines, due to

a reduction in marginal cost. As a consequence of the output increase, ZL also increases

because, as shown in Proposition 1, firm total knowledge increases with output.

The first key result of the paper is that, despite (a) production featuring capital-

skill complementarity and (b) with IT capital deepening, Proposition 4 implies lower

15As Section III.C shows, the indirect IT capital-to-production-labor elasticity substitution hinges
on dz1

dp2
> 0 for given q.
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wages for production workers, a result that Autor (2015) finds “hard to reconcile” in the

context of Krusell et al. (2000). In fact, while Krusell et al. (2000) shares features (a-b),

their framework “should [...] raise real wages of low-skilled workers” (Autor 2015, 3), a

result that is counterfactual with the United States experience (Autor 2014). Of course,

the proposition deals with nominal wages, but in Section IV, I show that real wages

respond the same way in general equilibrium and, moreover, as in firm-level empirical

studies of IT adoption.

Table II shows firm reorganization predicted by the model when the IT price falls

allowing an optimal q, together with the available evidence. In the LHS of the table, I

use the calibration in Section IV to obtain the response of an L = 4 organization to a

decline in the IT price16 and the ∗ symbol indicates the result is a Proposition for any

L. The RHS of the table reports the implied empirical results in GW, who empirically

study a tax incentive to IT investments in the UK. I first describe the theory predictions

and then present the evidence.

The LHS of Table II, Panel A shows comparative statics for layer-level variables.

The knowledge reallocation mechanism implies that wl at l = 1, 2 falls, whereas the

wage in managerial layers 3 and 4 rises. Because managerial layers’ capital becomes

cheaper and managers are complementary to IT, the managerial layers’ employment

relative to that in the production layer rises. While total employment rises, the CEO

has fixed time, so his share in total firm labor falls. These two results imply that while

the CEO span of control rises, that of intermediate managers declines. The wage bill

of l = 2, 3 in the total wage bill rise, because relative employment rises at both layers

and wages rise at l = 3, and while w2 falls, this is small relative to the employment

response. The relative wage bill of the production layer falls because both its relative

employment and wage declines. Finally, because the CEO span of control rises, his

share of the wage bill declines, despite CEO wage also rising.

16I use the median α given L to construct the table but the predictions are robust across α. Also,
the model predictions are all the same for L = 3, except one needs to dispense with the l = 2 column
and relabel l = 3 in the table with l = 2. Having done that you realize the behavior of z2 is the only
prediction that is different across L = 3 and L = 4: it increases in the former but falls in the latter
organization.

27



TABLE II: COMPARATIVE STATICS: FIRM RESPONSE TO LOWER IT PRICES

Panel A. Firm-Layer Level

Model Data

Layer Layer

1 2 3 CEO 1 2 3

Moments

wl -∗ - + + - + +

nl
L∑

j=1
nj

- + + - - + +

wlnl
L∑

j=1
wjnj

- + + - - + +

kl
nl

-∗ + + +

Panel B. Firm Level

Model Data

Moments
L∑

l=2

kl

L∑
l=1

nl

+ +

ZL +∗ +

L∑
l=1

wlnl

p(q)q
and

L∑
l=1

wlnl

C(q)
+

Notes. The first column reports the effects of lower p2 in the model: + denotes an increase in the moment and −
denotes a decrease. The ∗ symbol indicates the result is a Proposition for any L, whereas the rest are numerical results

for the firm with median α given L = 4 using the calibration in Section IV, where only IT prices change between

steady states. The numerical predictions are all the same for L = 3, except you need to dispense with the l = 2 column

and relabel l = 3 in the table as l = 2. The RHS shows the results implied by GW, who empirically study a tax

incentive to IT investments in the UK.

The last element in Panel A is the within-layer capital-labor ratio, which is affected

by the endogenous response of knowledge, as it alters the relative price of labor to

capital at each layer. On the production layer, w1 falls but p1 is constant, so more

labor to capital is used. At l = 2, both p2 and w2 decline, but the former by more than

the latter, so the capital-labor ratio increases. At l > 2, wl rises, which also increases

the capital-labor ratio, including at the CEO layer, whose time is fixed.

The LHS of Table II, Panel B reports the firm-level predictions of the theory. The

IT capital-to-labor ratio increases because it does at all layers that use IT. As in Propo-

sition 4, firm total knowledge increases, ∀L, due to the expansion of output.
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Recall from Section II.B, that a firm’s labor share of cost, Λ, can be written as

Λ =
∑L

l=1 Λlsl,c, where Λl ≡ wlnl

wlnl+plkl
and sl,c ≡ wlnl+plkl

CL(q)
, where I omit the dependence

of all choices on L because, in the following analysis, I fix L = 4. The total change in

the firm labor share between periods t (high p2) and t+ 1 (low p2) can be decomposed

as

∆Λ =
L∑
l=1

∆Λls
t+1
l,c︸ ︷︷ ︸

within-layer change

+
L∑
l=1

Λt
l∆sl,c︸ ︷︷ ︸

cost share reallocation

(24)

where ∆x ≡ xt+1 − xt for any variable x. The first term captures within-layer changes

in labor share and the second is reallocation of cost shares across-layers. Regarding the

first term, for l < L, the sign of the layer-level labor share change (∆Λl) due to lower

p2 comes from expression wlnl

plkl
=
(

wl

pl

)1−σl

. Given the capital-labor complementarity

assumption, and that wl

pl
rises for layers 2 and 3, their layer-level labor share rises, while

the opposite occurs in layer 1. The CEO layer labor share falls due to a race between

rising kL and zL, quantitatively won by the former, now a cheaper factor. Each of these

changes affect the firm labor share according to each layer’s weight in total cost (st+1
l,c ),

which satisfy stl,c < stl−1,c,∀t, due to the hierarchical nature of the firm. Overall, due

to this first term in Equation 24, the firm labor share increases. The second term in

Equation 24 captures changes in layer-level cost shares (∆sl,c). When p2 falls, the cost

share of managerial layer’s increase, while in the production layer it decreases, and each

of them contribute to the change in the firm labor share according to each layer’s labor

share (Λt
l). Layers satisfy Λt

l < Λt
l−1 and overall this channel contributes to a decline in

the firm labor share. Quantitatively, the rise in managerial layer’s labor share is larger

than the opposing effects and the firm labor share rises. To infer changes in the labor

share of value-added for L = 4, Equation 22 can be used: because the inverse markup

is constant, and AV CL/MCL plays a small role, it rises like Λ;17 hence, this result and

Equation 22 imply that larger markups are required for a reduction in the labor share

of value-added over time.

Figure III shows how heterogeneous firms optimally choose L and how their choices

change with the IT price. Firms with larger α sell more, so they find it optimal to have

a larger L since the corresponding ”fixed” cost of the a layer is more than compensated

17On the contrary, for an L = 2 the labor share falls, since this organization does not feature
intermediate managerial layers plus its kL increases substantially. I numerically decompose the labor
share of value-added across L into each contributing element in Equation 22 in Table VII in the
calibration Section IV.
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by the larger revenue caused by lower marginal cost. Also, with a lower p2, the marginal

cost falls for all organizations, as does the cost of an extra layer, and firms with a high

α given L find it optimal to add an extra layer.

Figure III: Optimal number of layers as function of (α, p2).

In the next section, I match these theoretical predictions to the existing evidence.

To understand why the match matters, note that Equation 24 in elasticity form is

∂ log Λ

∂ log p2
=

L∑
l=1

(εwl,p2 + εnl,p2) sl,wb − εC,p2 (25)

where εxl,p2 ≡ ∂ log(xl)
∂ log(p2)

for xl = {wl, nl}, sl,wb ≡ wlnl∑L
l=1 wlnl

, and εC,p2 ≡ ∂ log(C(q))
∂ log(p2)

. Next,

the evidence is consistent with this theory’s characterization of how firms’ wages, factor

demands and factor spending shares change when IT prices fall and, specifically, on

εwl,p2 , and, ∀l, sl,wb and εnl,p2 . Regarding εC,p2 , as is always the case, one can only infer

it indirectly from the elements on Table II. This provides production-side discipline to

determine how changes in parameters p2 and ρ over time have affected the observed

micro labor share and also aggregate trends, like the decline in the labor share and sales

reallocation to large firms.
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The Evidence on the Organizational Channel of IT. I proceed in two parts:

first, I use GW to construct the RHS of Table II, and then I review all other related

evidence.

GW study a policy experiment in the UK in which small firms (those with fewer

than 50 employees) were granted a 100% first year tax allowance on IT investments

(implicitly, an IT price reduction). Using a regression discontinuity approach, they

obtain effects of the policy for weekly earnings and weekly hours per worker for four

task-based worker categories, that is, routine manual, routine cognitive, nonroutine

manual, and nonroutine cognitive, and firm-level effects for investment by capital type.

Appendix Section C.2.3 describes how I construct the RHS of Table II, including how to

map their worker-level results, which use a task-based labor classification, to the labor

types in this knowledge-based theory using occupational classification descriptions.18

Layer-level results are in Table II, Panel A. As a consequence of the policy, in GW,

Table 4 wages in layer 1 fall and they increase in managerial layers 2 and 3, as in

L = 4 firms in the model, except at layer 2. The data and the model agree with the

predictions that the share of production labor hours declines, whereas that of both

managerial layers increases. The empirical response of wage bill shares also supports

the theory: the production labor wage bill over the total wage bill falls, whereas the

wage bills of the two managerial layers rises.

Firm-level results are in Table II, Panel B. IT over total labor hours rises and total

knowledge also rises, both as in the model. The latter result is particularly reassuring

given the proof for ZL in Proposition 4 is not an immediate result and is a unique

prediction from the theory; moreover, the empirical result is likely to be downward

biased for a L = 4 organization, since I ignore the zL response (due to lack of specific

empirical results for the CEO).

The empirical results in Table II have the advantage of coming from a single study.

Moreover, they are aligned with the results obtained in other contexts, which I review

next, roughly following the structure of the table from top to bottom.

In the late 1980s, a period of rapid adoption of computers in the United States,

Krueger (1993) infers that workers using computers increased their wages using industry-

level data. Akerman, Gaarder, and Mogstad (2015) study the effects of the introduc-

18One caveat is that GW do not report results for CEOs, so in constructing in Table II, I do not use
nor report results for CEOs specifically.
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tion of broadband internet in Norway, which under appropriate controls is a quasi-

experiment, providing causal evidence in availability. Using worker data, they show

declines (increases) in hourly wages of unskilled (skilled), where (un)skilled labor is

defined as employees with(out) college education. Moreover, their results are robust

to using the task interpretation of labor market outcomes (Autor, Levy, and Murnane

2003; Acemoglu and Autor 2011): hourly wages of routine tasks decline and the in-

crease for nonroutine abstract tasks. The latter results are also an empirical validation

of the key theoretical prediction ∂z1
∂p2

> 0, since, as argued above for GW, the routine-

versus-nonroutine categorization has a natural map to the knowledge-based hierarchy

literature.

Bloom et al. (2014) study the effects of several technologies on the autonomy of

workers and managers, using a firm hierarchy perspective and data from companies

based in Europe and the United States. For the autonomy measures that capture

the length of the knowledge interval of the employee, they use a management survey.19

They find that production worker and plant manager knowledge falls with intranet, and

plant manager knowledge increases with enterprise resource planning software (ERP),

again consistent with the model in this paper. Importantly, their results are also causal,

and their OLS estimates are confirmed by an IV approach. These results are based on

nonwage measures of knowledge, and hence provide complementary evidence to studies

measuring the impact of IT on knowledge using wages.

Song et al. (2019) use the Social Security employer-employee data for the United

States, and find that, from 1980 through 2015, in firms with 10,000 or more employees,

the median real wage has declined. This is a surprising fact, and the model in this paper

suggests an explanation: large firms use IT more intensively, and as a consequence, when

IT prices fall, they reallocate more problem solving away from the production workers

towards managerial layers. Moreover, Song et al. (2019) find the decline in the median

real wage only occurs in firms with 10,000 or more employees but rises in the smaller

ones, with between 100 and 1,000 employees. I report the quantitative fit of the model

19Autonomy is defined following Bresnahan, Brynjolfsson, and Hitt (2002). Workers’ autonomy is
a dummy taking value one whenever decisions on both pace of work and allocation of production
tasks are mostly taken by workers (i.e., both variables take values higher than three). Plant-manager
autonomy is defined in four ways: (i) how much capital investment a plant manager could undertake
without prior authorization from the corporate headquarters and (ii) where decisions were effectively
made in three other dimensions: (a) hiring a new full-time permanent shop-floor employee, (b) the
introduction of a new product, and (c) sales and marketing decisions. They interpret these definitions
of autonomy in the data as the length of the knowledge interval (i.e., to how many problems are solved)
of each employee type in a knowledge-based hierarchy model.
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to the latter two facts in Table VIII of untargeted moments in Section IV, where I take

care of the output price index.

Hence, the first key result, that knowledge on layer 1 falls when IT prices decline

( ∂z1
∂p2

> 0 in Proposition 4) has ample empirical support as it comes from studies measur-

ing knowledge with wages and also survey questions, and from different contexts with

multiple variation sources (Akerman, Gaarder, and Mogstad 2015; Bloom et al. 2014;

Gaggl and Wright 2017; Song et al. 2019). Moreover, this finding also supports the

second key result, the indirect IT capital-to-production-labor substitution, as I show

next on Section III.C.

Turning to employment shares, the seminal Autor, Levy, and Murnane (2003) pro-

vides early evidence on the impact of IT on labor organization. The paper argues that

computers substitute for workers in performing routine cognitive and manual tasks,

whereas they complement workers in performing nonroutine problem solving and com-

plex communications tasks. Using data on task input for 1960 to 1998 for the United

States, a context of rapid computer adoption, they provide evidence consistent with

the hypothesis. Moreover, in the faster computerizing industries, labor shifted favor-

ing nonroutine and against routine tasks. Bresnahan, Brynjolfsson, and Hitt (2002)

provide firm-level evidence for the United States that IT is positively related to firms

using a lower unskilled employment share, and a larger managerial employment share.20

Guadalupe, Li, and Wulf (2014) use a panel of large United States firms and show the

CEO span of control rises when firms invest in IT.

Relatedly, Autor, Katz, and Krueger (1998) show that computer adoption and the

skilled wage bill share are positively related within manufacturing and nonmanufac-

turing industries in the United States. They view the spread of computers as altering

the organization of work and, more generally, raising the relative demand for skilled

workers. Using firm-level data for the UK, Caroli and Van Reenen (2001) show that

organizational change is related to a lower unskilled manual wage-bill share.

Akerman, Gaarder, and Mogstad (2015) show causal firm-level evidence on the re-

sponse of factor use. Following a Levinson-Petrin firm production function estimation

approach, they find a decline (rise) in the output elasticity of unskilled (skilled) la-

bor due to the availability of broadband. Moreover, their OLS results are robust to

using firms’ DSL adoption instrumented with availability. GW study mechanisms for

20They define IT as (i) percent of workers using general purpose computing; (ii) percent of workers
using email; (iii) computerization of work; and (iv) computing power.
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their empirical results on firm’s factor reorganization and show that firms introduce

“Advanced Management Techniques” and change “Organizational Structure”.

To conclude, the evidence supports the model’s qualitative prediction, specifically

on εwl,p2 and εnl,p2 , ∀l, and indirectly on εC,p2 , which determine the change of the labor

share of cost with p2. Moreover, the quantitative micro facts are large: for example,

between 1980 and 2015, the median real wage in firms with 10,000 or more employees

has declined by 7% (Song et al. 2019), a large effect which requires a quantitative theory

to understand its structural determinants and its macro implications. I return to the

connection with aggregates in the calibration, Section IV.

III.C. The Indirect IT capital-to-Production-Labor Elasticity of

Substitution

The theory speaks to the literature that studies the shape of the microeconomic pro-

duction function, with an emphasis on how new technologies and different types of

labor may complement or substitute for each other (see Goldin and Katz 1998). This

theory does not assume any explicit constraint to the substitution or complementarity

possibilities between IT capital and production workers. As a consequence, how IT and

production labor relate to each other is not immediately apparent.

To study this issue, I focus on an IT capital-to-production-labor elasticity defined

as

εkl,n1 ≡ −
d log

(
kl
n1

)
d log

(
p2
w1

)
∣∣∣∣∣∣
q=q

(26)

for any layer l ≥ 2, for fixed output q, when all factors are allowed to adjust. This

definition of the elasticity of substitution is an intuitive way to capture reorganization

effects, and follows the classic analysis for two factors along an isoquant in Hicks (1932),

and its multiple factor generalization, the Morishima elasticity, ME henceforth (see

Morishima 1967; Blackorby and Russell 1989). εkl,n1 is the percent response of the

kl-to-n1 ratio to a percent change in the p2-to-w1 ratio, fixing q and allowing all other

factors to also adjust. Note that the specific mechanisms in the model imply that there

is not one perfect mapping to any elasticity used in the literature; usually factor prices

in the elasticity definition are exogenous to the firm, but in this model changes to p2

affect w1 through firms’ first-order conditions that determine all production factors.

34



Absent this endogenous response of wl, ∀l, this would be the ME defined for an IT

capital price change.21

The firm-level IT capital-to-production-labor elasticity satisfies:

εIT,n1 ≡ −

d log

 L∑
l>1

kl

n1


d log

(
p2
w1

) =
L∑
l>1

εkl,n1sl,k

where sl,k ≡ kl∑L
j>1 kj

. Note that there is no perfect way to compare the elasticity across

different organizations due to the different number of layers; more complex firms have

more layers, and hence more IT capital. However, due to the hierarchical nature of

firms, it is easy to see from Equation 9 that input bundles across layers satisfy yl < yl−1,

for any l. Moreover, the same inequality sequence holds quantitatively for capital and

labor across layers, that is, nl < nl−1 and kl < kl−1, for any l. As a consequence the

layer 2 share of total IT capital is largest, and εk2,n1 is quantitatively more important

than εn1,kl ,∀l > 2, in determining the quantitative value of εn1,IT . For this reason, from

here onward, I focus on εk2,n1 , noting that εIT,n1 is also larger than one.

Figure IV shows quantitative results for εk2,n1 , when only parameter p2 changes

but wl,∀l, optimally respond, using the calibrated parameter values from Section IV.

Like Karabarbounis and Neiman (2013), I focus on a long-run analysis, from an initial

to a final steady state, using the IT price change between 1980 and 2015 from the

BEA as the only difference across periods. The calibration uses off-the-shelf long-run

capital-labor elasticities (σl), such that there is capital-labor complementarity for both

production workers and managers (i.e., σl < 1,∀l < L), though more so for the latter

(i.e., σ1 < σl = σ2 < 1), consistent with the capital-skill complementarity hypothesis

by Griliches (1969), a view that Goldin and Katz (1998) and Autor (2015) consider

plausible for the post-WWII era (see Hamermesh 1993, for a survey).

In Figure IV, εk2,n1 is larger than one in the firm cross-section, implying k2 to n1

indirect substitution, despite capital and labor being complementary for managers and

production workers. Figure IV shows substantial differences in the elasticity across

organizations: in the simpler L = 2 firms, layer 2 capital and production labor are

very substitutable. To understand why, note that the numerator of εk2,n1 is just the

21For a more detailed discussion on measuring capital-labor elasticities, see Appendix Section B.3.

35



difference in growth rate of k2 and n1, whereas the denominator is the percent change

of w1

p2
. The interpretation of the latter is common to all organizations as the elasticity of

w1 to p2, denoted by εw1,p2 ≡
d log(w1)
d log(p2)

. Table III shows εw1,p2 is quantitatively small and

similar across organizations, relative to the values in Figure IV. So the heterogeneity

in εk2,n1 across organizations comes from the numerator to which I turn next.
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Figure IV: Layer 2 IT Capital-to-Production-Labor Elasticity.

For L = 2, k2 is the only IT capital the firm uses so it is very elastic. The most

complex firms with L = 4 have three layers of management whose capital becomes

cheaper when p2 declines. Moreover, more complex firms also increase n2, unlike L = 2

firms whose CEO time is fixed, so k2 responds less in L = 4 firms. Finally, n1 rises

when p2 falls due to
∂z1
∂p2

> 0, an effect which dampens εk2,n1 , and by Table III more for

L = 4 firms than L = 2 organizations.

TABLE III: PRODUCTION WAGE RESPONSE TO IT PRICE

Organization

L=2 L=3 L=4

εw1,p2 0.06 0.08 0.09

Notes. Percent response of the production-wage to a percent change in the IT price, that

is, εw1,p2 ≡ d log(w1)
d log(p2)

, for the median firm given L, for all organizations, using the

calibration in Section IV with the IT price as only source of variation across periods.
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A quantitative decomposition, focusing only on optimal knowledge decisions, high-

lights the specific organizational channels determining εk2,n1 . Next, I focus on the

intuition for L = 3, 4 organizations and provide the full quantitative analysis for all

L in Appendix Section C.3. When p2 changes, three terms matter for εk2,n1 : (i) two

within-layer price index changes for layers l = 1, 2, and the (ii) reorganization of prob-

lem solving across layers, which is a function of λ. The first two are standard, except

for endogenous wage responses, capture substitution across factors within a layer and

directly depend on σl. At layer 1, w1 falls, n1 rises, so this term contributes to a lower

εk2,n1 . At layer 2, both factors’ prices (w2 and p2) change so its sign is undetermined a

priori. Finally, knowledge reorganization implies ∂z1
∂ log(p2)

> 0 (Proposition 3), and more

problems are sent to the upper layers, raising factor demands at layer 2 and contribut-

ing to more IT capital-to-production-labor substitution. This latter term contributes

around 95% of εk2,n1 , with the remaining terms less than 5% each in absolute value.

The second key result is that εk2,n1 is quantitatively determined by the endoge-

nous response of z1 to p2 together with λ, not by the standard parameters governing

substitution, σl. Hence, this indirect substitution mechanism would not be a relevant

implication of the theory if empirically we found the opposite (i.e., if ∂z1
∂ log(p2)

< 0). In

Section III.B, I provide ample evidence supporting that production worker knowledge

decline with IT adoption, suggesting the indirect IT capital-to-production-labor substi-

tution is at work. This is in contrast to the standard approach in the macro literature,

where the parameters that govern the substitution pattern between capital and un-

skilled labor in the production function are calibrated/estimated (see e.g., Krusell et al.

2000; Acemoglu and Restrepo 2018; Hemous and Olsen 2016; Eden and Gaggl 2018),

hence the label indirect for εIT,n1 .

III.D. TFP, Firm Reorganization, and IT

This section discusses the third key result of the paper: the TFP effects of IT and

its connection to firm organization. The production function is q = AF (ZL)y1(k1, n1).

In the productivity estimation literature, TFP is usually isolated, assuming a Cobb-

Douglas production function that aggregates each labor and capital into its respective

input quantity index. A naive measure of the Solow Residual in this model would be

TFPm ≡ AF (ZL), whereas true TFP is actually A. From this perspective, the behavior

of the naively measured TFP is associated with that of F (ZL), so I first describe how

ZL responds to cheaper IT using the earlier propositions and then compare the model
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to the empirical literature.

Proposition 3, which studies reorganization for fixed q, and 4, reorganization for

optimal q, imply opposite results for ZL, and combining both is illustrative for studying

TFP measurement. Denote by γx, the growth rate of x when pIT falls, q̄ output before

pIT changes, and q∗ optimal output after pIT changes, then

γTFPm|q=q∗ = γTFPm |q=q̄︸ ︷︷ ︸
Solow Paradox

<0

−ρ ΨγMCL

∣∣
q=q∗︸ ︷︷ ︸

Scale Expansion
<0

> 0 (27)

where Ψ > 0.22 Equation 27 shows that measured TFP growth, when q adjusts as in

the data, can be decomposed as the difference between two effects: (1) measured TFP

growth, when q is fixed, minus (2) a term proportional to MCL growth.

The first term can be labeled a Solow Paradox effect: since by Proposition 3, holding

q constant, dZL

dp2
is positive, cheaper IT makes measured TFP growth lower; as Robert

Solow stated, “You can see the computer age everywhere but in the productivity statis-

tics.” To the extent that worker knowledge is ignored in productivity estimation, as is

often done, TFPm is downward biased. The second term captures the effect on knowl-

edge of the output expansion due to lower marginal costs; it contributes positively to

γTFP |q=q∗ because ZL increases with q, as shown in Proposition 1. The overall effect of

both terms is positive: naively measured TFP and IT capital adoption are positively

correlated, or as a different observational statement, endogenous reorganization makes

total firm knowledge and IT adoption positively correlated.

This is the third key result of the paper. It is a precise mechanism for the em-

pirical results found on (1) the complementarity between firm knowledge and IT and

(2) positive effects of IT on the naively measured TFP. Specifically, in Proposition 4, I

show a joint increase of kL and ZL as IT prices decline, for L = 2. For more complex

firms, I obtain the same results quantitatively. This discussion shows that unless worker

knowledge, firm organization, and IT are jointly studied, measurement of true TFP, A,

is biased.

The Evidence on TFP measurement and IT. Evidence on the existence of the

Solow Paradox is found by Acemoglu et al. (2014), who study the connection between

productivity growth and IT capital intensity at the industry level in the United States,

22Note Ψ is obtained in the proof of Proposition 4 in Appendix Section B.2.5.
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and conclude that IT usage has little impact on productivity. The model suggests this

is due to use of aggregate data, where it is not possible to control for firms’ scale. Scale

matters because Proposition 1 states that ZL rises with output. If, at the industry level,

IT adoption is concentrated in expanding (contracting) firms, industry-level measured

productivity growth will tend to be positive (negative), which provides a rationale for

these empirical results supporting the Solow Paradox.

Using firm-level data, Bloom, Sadun, and Van Reenen (2012) study the productivity

effects of IT and show that European affiliates of American firms are better managed

and are more IT capital-labor intensive than are European companies. European affil-

iates also have higher productivity effects of IT capital, which is suggested to be due

to larger organizational capital of United States parents being transplanted to their

European affiliates. In fact, an index of “people management” practices accounts for

most of the differential output elasticity of IT capital across these firm types. Their

results are aligned with this theory’s predictions that TFP, ZL and IT capital are all

pairwise positively correlated. Fox and Smeets (2011) find that controlling for labor

quality reduces the TFP dispersion in the firm cross-section, consistent with a need for

a richer view of how labor is dealt with when estimating firm productivity.

Bresnahan, Brynjolfsson, and Hitt (2002) use detailed firm-level data, and show

evidence of complementarity among IT and skill in the workforce in factor demand and

productivity regressions. They interpret their results as IT inducing an organizational

redesign to achieve efficiency gains. Their results suggest a mechanism whereby, lower

IT prices increase firms’ IT capital-labor ratios, which in turn raises their relative

demand of skilled to unskilled workers, as in the model in this paper. Incidentally, this

mechanism is also confirmed through qualitative interviews with the firm’s managers.

Similarly, Brynjolfsson and Hitt (2003) show that TFP, measured using standard

growth accounting, is positively associated with computer investments in a panel of

large United States firms. Using five different instrumental variables for computer in-

vestments confirms the mentioned OLS results. GW use a regression discontinuity

design around the eligibility cut-off of 50 employees, for a policy that provided a 100%

first-year tax allowance on IT investments. They find positive labor productivity effects

of IT as well as positive effects on organizational change measured as an “implemen-

tation of advanced management techniques” and “implementation of major changes to

your organizational structure”.
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IV. CALIBRATION

I calibrate the model for two steady states, 1980 and 2015, with common parameters

except time-varying (1) IT capital prices and (2) the elasticity of demand in the firm

cross-section. Except for the latter parameters, which require data for 2015, I use

moments for 1980 or the closest available year. In the quantitative implementation,

I use a grid for α and solve each firm problem given L, and compare profits across

L. I find the equilibrium using a procedure similar to the inner-loop in the algorithm

in Burstein and Vogel (2017); more details on the solution method can be found in

Appendix Section C.1.

TABLE IV: CALIBRATED PARAMETERS

Parameter Value Description Source/Target

Panel A. Calibrated Externally

∆̂p1 0 Change in capital price at layer l = 1 Eden and Gaggl (2018, Figure 3B)

∆̂pl, l > 1 -2/3 Change in capital price at layers l ∀l > 1 Eden and Gaggl (2018, Figure 3B)

σ1 0.87 Capital-labor elasticity at layer l = 1 Raval (2010, Table 5)

σl, l > 1 0.36 Capital-labor elasticity at layers 1 < l < L Raval (2010, Table 5)

η 0.13 Sector spending share Eaton and Kortum (2002)

Panel B. Calibrated Internally

ρ See Table V Demand elasticity, distribution
Labor share of VA, top firms’ average, 1980&2015

Slope(log(Markup),log(TFP)), 1980&2015

βL 0.51 Capital exponent at layer L Slope(log(FC),log(VA))

B 5 TFP of CEO IT capital P75/P25 FC distribution

c 0.1 Employee training cost Labor share of cost, average

λ 1 Mean of problem CDF, F (.) Slope(log(Capital-Labor Ratio),log(VA))

A 5 TFP

Employment share by firm size (7 bins)

µα 5 Mean of α

ξα 2.4 Standard deviation of α

w 2 Wage rate

p1 0.001 Production-level capital price

p2 25 IT capital price

Notes. Calibrated parameters in the baseline. FC is the factor-cost ratio, that is, the ratio of capital cost to the wage

bill, and VA is value-added. Slope(Y ,X) indicates the regression coefficient of Y on X. Px indicates x-th percentile of

a distribution. ∆̂x ≡ xt−xt−1

xt−1
for a variable x between periods t− 1 and t. Parameter values are constant across

periods except ρ and p2.

In Table IV, there are two sets of parameters according to whether they are cali-

brated externally or internally. I start describing the former. IT capital prices for the

United States come from Eden and Gaggl (2018, Figure 3B), who use data from the

BEA detailed fixed accounts; for more details on the data aggregation, see Appendix

Section C.2.1. Between pre-1980 and 2015, real rental rates decline by two-thirds for

IT capital and are constant for non-IT capital, values I use for the change in pl, ∀l > 2

and p1, respectively. I follow Eaton and Kortum (2002) in setting the income share of
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the outside sector to 1− η = 0.87, using it to compute the aggregate price index with

a Cobb-Douglas function.

The calibration uses capital-labor complementarity, σl < 1,∀l < L. I follow the

capital-skill complementarity hypothesis as in Griliches (1969), which proposed that

capital is complementary to both unskilled and skilled labor, though more to the latter,

that is, σ1 < σ2 < 1. Goldin and Katz (1998) and Autor (2015) consider this view

plausible for the post-WWII era and, in fact, Raval (2010) obtains estimates consistent

with it, using data from the United States Census of Manufactures and local labor mar-

ket wage variation. Hence, I use 0 < σl = σ2 < 1, for 2 ≤ l < L, and values within the

interval of those reported in Raval (2010, Table 5) for production and nonproduction

employees, which have a close mapping to production workers and managers, respec-

tively.23 These estimates are long-run elasticities which fit well with my analysis across

the two steady states, 1980 and 2015.24

Table IV, Panel B contains ten internally calibrated parameters, (βL, B, c, λ, A, µα,

ξα, w, p1, p2), and the cross-section of ρ in both periods, which I obtain by searching

over the parameter space using as a loss function the norm of the percentage deviation

difference between fifteen moments from the model and those in the data, similar to

Caliendo and Rossi-Hansberg (2012). I next describe how each parameter is informative

of each simulated moment.

A higher CEO capital exponent, βL, implies lower decreasing returns, allowing to

economize on labor costs for all firms, but particularly more for larger firms, which are

more restricted by a fixed CEO time. The TFP of CEO IT capital, B, is relevant for

the dispersion of the labor share of cost in the firm cross-section. A higher B reduces

the relevance of knowledge as it allows firms to expand through dealing with more

problems instead. This reduces the relative importance of the wage bill relative to

23This is not surprising. It is well known that the vast majority of estimates of the capital and
labor elasticity are lower than one (for surveys see Chirinko 2008; Raval 2017). As a consequence
macroeconomists have studied questions related to technical change, the labor share, and growth
while respecting the estimated capital-labor complementarity (see e.g., Acemoglu 2003; Antràs 2004;
Lawrence 2015; Grossman et al. 2017a,b). Moreover, capital and skilled labor being complementary
has been emphasized by many, with authors defining “skill” differently (e.g., Autor, Katz, and Krueger
1998; Krusell et al. 2000). My paper follows this stream of papers, and my calibration features IT
capital-to-managerial-labor complementarity through 0 < σl = σ2 < 1, for 2 ≤ l < L.

24In robustness exercises, I have also experimented with other values for σl, and my quantitative
results are not meaningfully affected. In particular, as I argued in Section III.C, the IT capital-to-
production-labor substitution is quantitatively driven by λ, the problem distribution parameter, not
σl.
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capital spending (the inverse of the factor cost ratio) in the firm cross-section. I match

βL to the slope of a regression of the factor-cost ratio on value-added and B to the

75/25 percentile ratio of the factor-cost ratio distribution; both data moments are for

the United States Census of Manufacturing in 1987 from Raval (2019).

Parameters c and λ are both related to worker knowledge. Reducing the cost per

unit of knowledge, c, makes knowledge cheap, which raises the share of labor in total

cost. Hence, I match it to an average labor share of cost of 0.7, which I impute.

Regarding λ, the mean of the problem distribution, higher values imply more density

at low z values and less at high z values. For a given c, this raises the marginal benefit

of knowledge at low values of the support of F (.) and lowers it for high levels, which

reduces the capital-labor ratio of large firms relative to small firms. I match λ to

the firm cross-sectional correlation between value-added and the capital-labor ratio for

United States manufacturing in 1987 from Raval (2010). In my calibration, the ratio
c
λ
= 0.1 is similar to the 0.25 value in Caliendo and Rossi-Hansberg (2012).

The set of parameters (A, µα, ξα, w, p1, p2) matches the firm size distribution. First,

note that average firm scale is determined by a combination of true TFP, A, and the

demand shifter α, whose distribution is log-normal with parameters (µα, ξα). I turn next

to factor prices. A higher w makes more complex organizations more expensive thereby

limiting their size. The price of IT, p2, similarly affects more the larger organizations,

which use this capital type in more managerial layers. Finally, a lower production

capital price lowers the scale of all firms but comparatively more that of the simpler

organizations. I match these six parameters to the United States aggregate employment

shares for seven firm size-classes reported by the Bureau of Labor Statistics (BLS) for

1993.25

Finally, the demand elasticity parameter, ρ, is assumed to be heterogeneous in the

cross-section of firms to be consistent with the evidence of increasing markups in a

simple way. I identify changes in the demand elasticity as a residual, building on DEU

and ADKPV, Section IV. G. Equation 28 shows how the model provides production-side

discipline to the inference about ρ(α), since using the definition of markup as output

price over marginal cost, m ≡ p
MC

, the firm-level labor share of value-added can be

25I calibrate factor price levels because factor markets clear at those prices, according to the general
equilibrium definition in Section II.C.
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expressed as

L∑
l=1

wlnl

p(q)q︸ ︷︷ ︸
Labor share of VA

=

L∑
l=1

wlnl

C(q)︸ ︷︷ ︸
Labor share of cost

C(q)

qMC(q)︸ ︷︷ ︸
AV C/MC

1

m︸︷︷︸
Inverse of markup

(28)

The expression applies to any model, since only definitions are required. For the par-

ticular case of the Cobb-Douglas production function q = ANβK1−β with N denoting

labor and K capital, the labor share of cost is β, which equals the output elasticity

of labor, ∂q
∂N

N
q
, and, assuming no fixed costs, AV C

MC
= 1. This implies that movements

in m are reflected one-to-one in the firm-level labor share of value-added. However, in

general, not only m matters, but all three terms determine the LHS.

Production-side discipline is needed to understand the micro and macro implica-

tions of changes in the elasticity of demand and changes in IT capital prices, the two

exogenous changes in parameters. Given a change in a structural parameter, the re-

sponse of firms’ conditional factor demands, as well as the cost function matter, since,

for general production functions, they change with scale and factor prices, thereby af-

fecting the labor share of cost. This theory has the necessary micro discipline as it

is consistent with the evidence on eight cross-sectional facts (wages by layer, the IT

and total capital-labor ratio, and the labor share of cost and value-added in Table I

in Section III.A) and also with ten facts on firm reorganization as IT prices change

(by layer: wages at layer l, the hour share of layer l in total hours, and share of the

wage bill of layer l in the total wage bill; and, at the firm-level, the IT capital-labor

ratio, and total knowledge in Table II in Section III.B); as seen in those sections, these

responses determine changes to the labor share of cost in any theory, which is a key

element in Equation 28. Moreover, how the elasticity of demand changes also needs to

be consistent with sales reallocation towards large firms; I detail how firm organization

matters for this result in Section V.

For each period, 1980 and 2015, I obtain the cross-section of ρ imposing it to be

a linear relation of α; for each period, I need two data moments: the level of ρ is

pinned down by the largest firms’ labor share of value-added, whereas the slope in the

α cross-section is determined by the correlation between TFP and markup across firms.

A lower ρ, by raising markups, tends to lower the firm labor share of value-added;

the corresponding data moment, for both 1980 and 2015, comes from ADKPV, Figure
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A.18. It is calculated as the ratio of the wage bill to EBITDA (earnings before interest,

tax, depreciation and amortization) for top firms in Compustat that are “nonglobally

engaged”, defined as firms ranked in the top 500 based on sales and with a low share

of foreign sales in total sales relative to their 2 digit industry median.26 For the second

moment, the firm cross-sectional correlation between firm TFP and markup, in 1980 is

obtained from a log-log regression in de Loecker and Warzynski (2012, 2463), who find

a slope of 0.3 using a production function approach and Slovenian manufacturing firm-

level data for the 1990s.27 For 2015, I impute the TFP and m correlation to ten times

the 1980 value in order to be consistent with: (i) a positive cross-sectional correlation

between firm size and markups (ADKPV, Figure A.4), (ii) the increase in the upper

tail of the markup distribution between 1980 and 2015 (DEU) and (iii) over time, an

increasing correlation between size and low labor share (Kehrigy and Vincent 2018). I

construct the model counterpart using the “naively measured” firm TFP, AF (ZL), and

m.

Table V shows key moments of the sales-weighted distribution for the calibrated ρ

and markups. The largest firm in 1980 has a calibrated demand elasticity of ρ = 3.81,

close to 3.85 in Antràs, Fort, and Tintelnot (2017), and 3.8 in Caliendo and Rossi-

Hansberg (2012), whereas, in 2015, it has a lower ρ of 2.47. Overall, the estimated ρ

distributions are sensible and within the bounds of the estimates in Broda andWeinstein

(2006), who report a mean of 4 and a median of 2.2. The table also compares my implied

markups to those in DEU. The largest firm markups have risen by 23% between both

periods, much less than 66.66% in DEU, whereas my calibrated sales-weighted median

has risen slightly at about 10% and is flat at 6% when unweighted, quantitatively like

ADKPV, Figure 10, Panels A and B. As in DEU, the calibration also implies that the

26I map it to these firms because my model omits international trade and FDI, but reassuringly,
firms they define (complementarily) as “globally engaged” have very similar labor share levels (and
changes over time). Moreover, (Kehrigy and Vincent 2014) report 50% to be the firm-level labor
share change over time for “hyper-productive plants” in United States manufacturing, defined as those
with large value-added or low labor shares, mapping well to large firms in this theory. Equation 28
shows that within-firm changes in the labor share provide crucial identification information on markup
changes. As ADKPV argue, the firm-level labor share decline in large firms is the empirically relevant
case in all sectors, including services, the aggregate labor share also falls in many services sectors (see
for example, Figure A.8), and sales concentration is also present both in services and manufacturing
sectors (see for example, Figure A.1). Also, DEU, Figures 16.1-16.2 show that aggregate markups
rise with roles for both within and between firm in many industries, including manufacturing, retail
trade, and finance, insurance and real state. For these reasons, I believe the model correctly captures
multiple, manufacturing and nonmanufacturing, sectors of the economy.

27I am unaware of quantitative evidence of this type for the United States; see ADKPV, Figure A.4
for qualitatively similar evidence for the United States, as well as DEU.
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markups for higher percentiles rise by more than for the lower percentiles.

TABLE V: EMPIRICAL AND CALIBRATED MARKUPS

DEU Calibration

Markup Markup Elasticity, ρ

1980 2014 % Change 1980 2015 % Change 1980 2015

Min 1.33 1.4 5.00 3.81 2.47

P50 1.2 1.2 0.00 1.33 1.48 10.84 3.97 3.04

P75 1.28 1.50 17.18 1.34 1.51 12.67 3.94 3.15

P90 1.5 2.5 66.66 1.35 1.54 14.44 3.95 3.26

Max 1.36 1.68 23.81 4.01 3.5
Notes. Markups from DEU and markup, m ≡ ρ

ρ−1
, implied by the calibrated elasticity of demand in the model, ρ. Px

denotes x-th percentile of the respective sales-weighted distribution.

I conclude the calibration discussion comparing the fit of the model and data mo-

ments. Table VI shows the source for the targeted moments and their values, as well

as those implied by the model which are close. First, the average labor share of value-

added at top firms in both 1980 and 2015 is close in the model and the data. This is

important since, as I have argued, it is a crucial identifying moment.

TABLE VI: TARGETED MOMENTS

Moment Model Data Data Source

Labor share of VA, top firms’ average, 1980 0.52 0.51 ADKPV, Figure A.18

Labor share of VA, top firms’ average, 2015 0.43 0.43 ADKPV, Figure A.18

Slope(log(Markup),log(TFP)), 1980 0.37 0.3 de Loecker and Warzynski (2012, 2463)

Slope(log(Markup),log(TFP)), 2015 3.76 3 Imputed

Slope(log(FC),log(VA)) 0.07 0.02 Raval (2019, Table 3)

P75/P25 of factor cost distribution 1.20 2.1 Raval (2019, Table 1)

Labor share of cost, average 0.73 0.7 Imputed

Slope(log(Capital-labor ratio),log(VA)) 0.07 0.15 Raval (2010, Table 9)

Employment share by firm size (7 bins) R2= 0.76 BLS

Notes. Data and simulated moments and their source. Top firms are defined as in the top 500 in Compustat based on

the sales ranking. FC is the firm factor-cost ratio, that is, the ratio of capital cost to the wage bill, and VA is firm

value-added. Slope(Y ,X) indicates the regression coefficient of Y on X. Px indicates x-th percentile of a distribution.

Data on levels are from 1980 and data on changes use the 1980-2015 period; whenever data on any of those years is not

available, I use the most proximate years available in the cited papers.

In 1980, the correlation between markups and TFP in data and model is close,

whereas it is larger than my imputed number for 2015. The correlation between factor
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cost and value-added is close, which is also important since heterogeneity is large and

matters in a context where sales reallocate to large firms due to changes in structural

parameters.28 The model has lower factor cost dispersion, measured as the 75/25

percentile ratio, than the data. The numbers for the average labor share of cost, and

the correlation between the firm capital-labor ratio and value-added in the cross-section

for the model and the data are both close. Finally, the simulated employment share

distribution has a large explained variance.

Quantitative Micro and Macro Implications, 1980 to 2015. Figure V

shows the firm cross-section of the labor share of value-added and of cost, as a function

of α both in both periods.
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Figure V: Labor share as function of α.

As value-added increases, the labor share decreases. Given L, larger α lowers the

labor share as the wage bill is spread out over more production. In the RHS of the

figure, because markups increase by more for firms with larger α, their labor share of

value-added declines by more between the two periods. Adding a layer causes minor

28The data moment implies “an increase of about 35% to 50% [in the factor cost ratio] between
plants with value-added at the industry mean and the largest plants in the industry” (Raval 2019, 6).
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discrete jumps in both figures:29 the labor share of cost falls, and the labor share of

value-added rises. Regarding the former, an extra layer allows the firm to reorganize

knowledge and pay less to labor as a share of cost (see Section III.A); in turn, as a share

of value-added, the role of AV C/MC must be factored in (Equation 28): the term rises

because the fixed cost of the layer increases AV C whereas the MC decreases.

Table VII, reports the percent contribution of each term in Equation 28 relative to

the total change in the labor share of value-added for each organizations’ median α firm.

Across organizations, most of the decline in the labor share of value-added comes from

an increase in the markup, with the remaining terms having small quantitative roles.

For L = 4 firms, the labor share of cost tends to increase as p2 falls, but the opposite

holds for L = 2 firms. For simpler organizations, CEO capital responds intensely,

reducing these firms’ labor share of cost. On the other hand, for L = 4 firms, the

CEO layer does not have a large quantitative impact, whereas intermediate managerial

layers’ relative cost of labor rises and so does their layer-level labor share, raising these

firms’ labor share.

TABLE VII: DECOMPOSITION OF THE CHANGE
IN THE MICRO LABOR SHARE

Organization

L = 2 L = 3 L = 4

L∑
l=1

wlnl

C(q)
10 -4 -2

AV C(q)
MC(q)

-2 0 0

1
m

92 104 102

Notes. Decomposition of the change in the labor share of value-added across organizations into

the contributions of the three components in Equation 28. Values in percentages relative to the

total change, rounded to the nearest integer for the median α given L.

Table VIII shows the untargeted moments, both at the firm level and aggregate.

So far, I have not taken a stand on the specific sector I study because many sectors

behave qualitatively in the same way (see ADKPV and Footnote 26). The aggregate

moments in Table VIII refer to manufacturing unless otherwise stated. The model

delivers moments that are close to the data for a variety of outcomes. In Table VIII,

29Note that along the x-axis both α and ρ(α) change, hence there is not a one-to-one map to the
description of the labor share in the cross-section in Section III.A.
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Panel A revenue concentration increases as measured by the sales share of the four

largest firms, and revenue concentration correlates with the decline in the sectoral

labor share in the model and data (ADKPV). The labor share in the model declines,

explaining 35% of the decline in the manufacturing sector. This is a conservative result

because the calibration targets the labor share of top firms in Compustat across sectors,

which declines only by 16% (ADKPV). An alternative calibration that targets the labor

share of “hyperproductive” manufacturing firms, with a 50% decline in their labor share

(Kehrigy and Vincent 2014), produces very similar Tables V and VI, and explains 50%

of the aggregate labor share decline in United States manufacturing.30 The within-firm

decline in the labor share contributes to the decline of the aggregate labor share, but

sales reallocation to large firms also plays a large quantitative role for the aggregate

decline, as evidenced in ADKPV.

TABLE VIII: UNTARGETED MOMENTS, MODEL AND DATA

Moment Model Data Data Source

Panel A.Aggregate moments

Revenue concentration, CR4 % change 28 10.25 ADKPV, Figure 4

Slope(log(CR20),log(Aggregate labor share)) -0.43 -0.9 ADKPV, Figure 6

Aggregate labor share, % change -10.06 -28.69 Kehrigy and Vincent (2014, Table 1)

Aggregate markup, % change 10.99 16.13 DEU, Figure 6

Routine aggregate share of wage bill, % change -0.21 -30.36 Eden and Gaggl (2018, Figure 4)

Nonroutine aggregate share of wage bill, % change 16.32 10.83 Eden and Gaggl (2018, Figure 4)

Panel B. Firm-level moments

P50 Real wage, % change in firms with 100 to 1000 employees 4.86 31 Song et al. (2019, Figure VI)

P50 Real wage, % change in firms with 10,000+ employees -2.81 -7 Song et al. (2019, Figure VI)

P75 Real wage, % change in firms with 10,000+ employees 17.29 64 Song et al. (2019, Figure VI)

Highest real wage, % change in firms with 10,000+ employees 12.02 137 Song et al. (2019, Figure VI)

Notes. Data on levels are from 1980 and data on changes use the 1980-2015 period, and alternatively, I use the most

proximate years available in the cited papers. CRx denotes the revenue concentration of the x largest firms.

Slope(Y ,X) indicates the regression coefficient of Y on X. Px indicates average of the x-th percentile of the

within-firm wage distribution across the corresponding sample of firms.

The wage bill share of managers increases and that of production workers falls. This

is a consequence of the within-firm changes due to IT: wages of managers increase and

so does their relative employment share, whereas the opposite happens for production

workers. The change in the wage bill share by occupation type for the United States

economy are from Eden and Gaggl (2018), who assign occupations to routine or non-

routine labor based on Acemoglu and Autor (2011); in the model, their classification

30The corresponding labor share levels reported on Kehrigy and Vincent (2014) for those firms are
0.6 and 0.3 in 1980 and 2014, respectively.
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corresponds to nonmanagers and managers, respectively.31

The aggregate markup in the model increases by 10.99% less than the benchmark

16.13% in DEU, Figure 6, for the United States Census of Manufactures, using labor

as the variable input and revenue as weights, whereas it is about 66% using also in-

termediates as variable input (Figure 17.1). When using value-added weights it ranges

between 18.32% and 68.75%, depending on the methodology used (ADKPV, Figure

10).

Table VIII, Panel B reports firm-level moments. The surprising fact that the median

real wage in 10,000+ employee firms in the United States has declined by 7% during

the past 40 years (Song et al. 2019) is closely matched by the model; I am not aware

of any other theory rationalizing of this fact. Moreover, it is only in these largest firms

that the median wage has declined, whereas the same moment for the subsample of 100

to 1000 employee firms has risen by 31% (Song et al. 2019, Figure VI, Panel A); in the

model, I obtain a rise of 4.86% for the latter sample of firms. Finally, the model also

predicts a rise in the real wage 75-th percentile and the largest paid employee for firms

with 10,000+ employees, though smaller than that in the data. In the theory, a firm

with L = 4 has more layers that use IT, and hence its reorganization of knowledge is

quantitatively stronger than that of simpler organizations; in particular, for the same

IT price decline, knowledge at the production layer shows a steeper decline for more

complex organizations (see Table III, in Section III.C).

The quantitative evidence lends detailed credibility to the mechanisms in the model,

in addition to the qualitative evidence on the firm cross-section and as IT prices fall

(Sections III.B and III.A, respectively), providing production-side discipline to the coun-

terfactual analysis in the next section.

V. COUNTERFACTUAL EXERCISES

In this section, I use the model to evaluate the separate role that changes to (1) IT

prices and (2) the elasticity of demand have on income inequality and macroeconomic

aggregates.

Table IX shows the results of the counterfactual experiments. The values on the

table are relative to the baseline and in percentage terms. Table IX, Panel A shows

31See Table XII in Appendix Section C.2 for the mapping, which is based on occupational descrip-
tions.
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that declining IT prices increases the labor share of value-added for large firms in 2015

relative to the baseline moment, because L = 4 firms increase intermediate managers’

labor share (Table II in Section III.B). On the contrary, lowering the elasticity of de-

mand delivers a labor share as in the baseline. Together these show that changes in ρ

for large firms are identified out of labor share changes over time. In Table IX, Panel

B for the IT experiment, the within-firm labor share increases and value-added reallo-

cation to large firms is too small, and hence the aggregate labor share does not decline;

the latter is because the reduction in marginal cost does not produce a large enough

output expansion. Moreover, the IT experiment cannot generate the correlation be-

tween the decline in the aggregate labor share and value-added concentration either.

On the contrary, Table IX, panel B shows that a lower demand elasticity delivers sales

reallocation towards large firms and an aggregate labor share decline essentially as in

the baseline.32

TABLE IX: BASELINE VS COUNTERFACTUAL MOMENTS

Moment IT Price Demand Elasticity

Panel A. Targeted moments

Labor share of VA, top firms’ average, 2015 121 99

Panel B. Untargeted moments: Aggregate

Revenue concentration, CR4 % change 14 94

Slope(log(CR20),log(Aggregate labor share)) -11 106

Aggregate labor share, % change -2 100

Routine aggregate share of wage bill, % change 211 -177

Nonroutine aggregate share of wage bill, % change 211 -177

Panel C. Untargeted moments: Firm-level

P50 Real wage, % change in firms with 100 to 1000 employees -74 174

P50 Real wage, % change in firms with 10,000+ employees 212 -112

P75 Real wage, % change in firms with 10,000+ employees 43 71

Highest real wage, % change in firms with 10,000+ employees 42 49

Notes. Numbers in table are the ratio of counterfactual to baseline values in percentage. Column title refers to an

experiment where only the label changes as in the baseline, with the rest of parameters in 2015 fixed at their 1980

values. Rx denotes the revenue concentration of the x largest firms. Px indicates average of the x-th percentile of the

within-firm wage distribution across the corresponding sample of firms. Values are rounded to closest integer.

Table IX, Panel B shows that lower IT prices explain the fall of production work-

32I omit moments related to markups in the interest of space: they are driven by the demand
elasticity experiment.
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ers’ wage due to within-firm knowledge reallocation across layers; IT capital increases,

raising firms’ demand for managers and, on the aggregate, their share in total labor

payments increases, with the opposite happening for production workers. None of these

changes can be explained by the demand elasticity, which shows the importance of IT in

generating the observed inequality trends. In the demand elasticity experiment, firms

expand, which implies firms demand more knowledge at all layers: production work-

ers’ wages increase very slightly, unlike in the IT experiment, and their employment

grows. Managers’ wages and employment increase but both by less than when IT prices

change, since unlike in the IT experiment, their relative productivity has not increased.

This muted reaction of both managerial factors (relative to the IT and baseline experi-

ments) make their share in labor payments to fall, whereas that of production workers

increases.

Table IX, Panel C reports firm-level moments. For firms with 100 to 1,000 em-

ployees, the decline in the IT price lowers the real median wage, while it increases

in the baseline experiment. On the contrary, the lower elasticity of demand correctly

predicts the sign because firms expand for which they need to increase knowledge at

all layers. Together these two results show that both lower IT prices and demand

elasticity are necessary to obtain enough revenue expansion to push these wages up

in the baseline results. For firms with 10,000 or more employees, the IT experiment

generates a much larger decline in the median real wage relative to the baseline results,

whereas the demand elasticity experiment incorrectly predicts the sign. Finally, for the

higher percentiles in the 10,000+ employee firms, both experiments correctly predict

the signs relative to the baseline, because they both imply firms increase output, and

hence knowledge.

In summary, the fourth key result of the paper is that inequality is the result of

the firms reorganization due to the IT price decline; on the contrary, the aggregate

labor share declines due to within-firm and value-added reallocation effects, which are

consequence of lower demand elasticity. Next, I show how organizational choices and

the demand elasticity interact to generate sales reallocation.

Firm Organization and Sales Reallocation. That a lower demand elasticity

produces sales concentration in large firms is the opposite of what a pure Melitz (2003)

model predicts, that is, a larger demand elasticity. Why this difference? A simple

mathematical argument clarifies this point. I can approximate the response of revenues,
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r, to changes in the demand elasticity with33

εr,ρ ≡
dr

dρ

ρ

r
=

(
ρ

ρ− 1
MC

)−2ρ [
1− (ρ− 1) ln

(
ρ

ρ− 1
MC

)]
(29)

The expression can be positive or negative. When the marginal cost is sufficiently large,

the expression is negative. In Melitz (2003), small firms have large marginal costs, and

an increase in demand elasticity reallocates revenues away from small firms and towards

large firms. On the contrary, in this production organization theory, the behavior of

the marginal cost of a firm is more nuanced: it grows with q given L and jumps down

when the firm increases L, because it can allocate knowledge more efficiently across

layers. Quantitatively, larger firms have larger marginal costs but also a lower demand

elasticity in the baseline calibration, so next I decompose the baseline percent revenue

response, ∆r
r
, as

∆r

r
= εr,ρ

∆ρ

ρ
(30)

which highlights that only εr,ρ depends on organization choices, through the marginal

cost, MC, while the second term is simply the percent ρ change. Table X shows εr,ρ

for the calibrated model. First, the response is negative, meaning that all firms expand

with a lower ρ, the opposite of Melitz (2003). Second, εr,ρ falls with L so it is the larger

absolute decline in ρ calibrated for larger firms that explains sales reallocation to them.

TABLE X: εr,ρ ACROSS ORGANIZATIONS

Organization

L = 2 L = 3 L = 4

εr,ρ -5.7 -4.4 -3.5

Notes. Percent revenue response to a percent ρ change across

organizations for the median α given L in the baseline calibration.

A falling |εr,ρ| with L is the result of both demand (ρ) and supply (MC), since in the

baseline calibration both change with α. To determine the role of each, I use Equation

29 evaluated at the baseline MC and ρ, and compare it to Equation 29 with either

MC or ρ constant in the cross-section, for which I use the smallest firm as reference

and denote its marginal cost and demand elasticity by MC and ρ, respectively. In

the first row of Table XI, I report Equation 29 evaluated at
(
ρ(α),MC

)
relative to

33It is an approximation because I abstract from equilibrium effects, and I focus on locally constant
marginal costs.
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the equation baseline value, that is, with (ρ(α),MC(α)). This shows how the cross-

section of marginal cost affects εr,ρ. Conversely, in the second row of the table, I report

Equation 29 evaluated at (MC(α), ρ) relative to its baseline value. This shows how

heterogeneous ρ in the α cross-section affects εr,ρ.

Table XI reports the results for the median α given L, for all organizations. Focus

on the L = 4, the last column. When its marginal cost is MC, so lower than in the

baseline, εr,ρ for this firm is almost 300% larger; the increase in the marginal cost

with value-added in the cross-section dampens sales growth in the baseline, and such

implication of the production theory is quantitatively important for sales reallocation.

In the second row, when the elasticity of demand is ρ, that is, higher than in the

baseline, εr,ρ is almost 60% lower for the median L = 4 firm: the firm has a more elastic

demand than in the baseline, which dampens it’s sales growth. The numbers for other

L in Table XI tell a similar story: the cross-sectional implications of the theory for the

marginal cost have a large quantitative effect on sales reallocation.

TABLE XI: MARGINAL COST VERSUS DEMAND ELASTICITY
IN EQUATION 29

Organization

L = 2 L = 3 L = 4

εr,ρ(MC,ρ)
εr,ρ(MC,ρ) 275 297 292

εr,ρ(MC,ρ)

εr,ρ(MC,ρ) 78 61 57

Notes. The denominator in each row is Equation 29 using the cross-sectional values of

MC and ρ as implied by the baseline calibration, that is, where the former rises with α

whereas the latter falls with α. The numerator in the top row evaluates Equation 29 by

fixing the marginal cost at MC and allowing ρ to change with α as in the baseline. The

bottom row’s numerator evaluates Equation 29 using the baseline MC(α) but fixing

the demand elasticity at ρ. The reported values are in percentages and for the median

α given L.

Theoretically, multiple mechanisms can deliver reallocation of sales to larger firms.

In this theory, demand and marginal cost functions interact, and a lower elasticity

produces reallocation; this is consistent with a number of other micro and macro facts.
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VI. CONCLUSION

During the past 40 years, there has been a rapid adoption of IT capital. This new

technology has raised several questions: What are the implications of IT for the wages

of unskilled workers? Why are IT and unskilled workers substitutes? How does IT

affect firm productivity? And, what are the macroeconomic implications of this general

purpose technology? To answer these questions, I develop a firm theory of production

organization, where IT capital complements managers, consistent with multiple micro

and macro facts. In the theory, firms, organized as hierarchies, choose capital, labor,

and worker knowledge, at every layer, as well as a discrete number of layers.

The theory builds on the knowledge-based hierarchy literature by Garicano (2000),

Garicano and Rossi-Hansberg (2006), and, specifically, adapts Caliendo and Rossi-

Hansberg (2012). I study optimal physical capital adoption, which is absent in these

previous theories, with the following benefits. First, I characterize the firm’s conditional

factor demands. Second, I show how within-firm factor demands and their relative

spending respond to a decline in the price of IT capital.

Third, I impose capital-labor complementarity at every layer though more for man-

agers than for production workers Griliches (1969), a view Goldin and Katz (1998)

consider plausible for the post-WWII era. Despite this, I obtain that IT capital and pro-

duction workers are indirect substitutes, due to endogenous firm reorganization when

IT prices fall: firms optimally reallocate problem solving to the, now cheaper, man-

agerial layers, and away from the production layer. Importantly, all these theoretical

predictions are consistent with the evidence in the literature.

On the demand side, firms are heterogeneous in the size of their product appeal and

compete monopolistically, charging a price that is a markup over their marginal cost.

Because this theory provides empirically grounded conditional factor demands and cost

functions, I can perform credible counterfactuals to determine the role that changes in

firms’ demand elasticity and IT prices have had in recent macroeconomic trends.

I find lower IT prices are responsible for within-firm (1) wage declines at the pro-

duction layers and increase at managerial layers, (2) employment share of managers

increase, (3) IT capital-labor ratio increases, and, at the aggregate level (4) an increase

in the managerial share of labor spending, and (5) a decrease in that of production

workers’ share. On the other hand, (6) the decline in the labor share of value-added of
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large firms, (7) the decline in the aggregate labor share, and (8) reallocation of sales to

larger firms are due to a decline in the elasticity of demand. For the latter two results,

the marginal cost increase with scale substantially dampens sales reallocation to the

large firms, highlighting the interaction between demand and production organization.

Finally, the theory has implications for the measurement of the TFP effects of IT

capital. First, firm-level data is needed to control for scale adjustment when estimat-

ing factor’s output elasticities. Second, the Solow residual is affected by the optimal

knowledge responses to changing IT prices, demand size and true TFP changes. As a

consequence, estimating true TFP when IT capital is adopted requires controlling for

worker knowledge, organization, and firm scale choices of firms, which opens an avenue

for future work.

Universitat Rovira i Virgili
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APPENDIX

A. Case Studies: Firm Organization, Information Tech-

nology and Wages

As described in the main text, an Amazon warehouse is a good illustration of how

firms reorganize when adopting IT. This theory contributes to the knowledge-based

hierarchy literature by endogenizing the adoption of capital, in particular, IT capital,

as a complementary way to leverage managerial time, since this type of capital is,

arguably more than anything else, a problem solving tool. Hence, in the model, the

adoption of IT capital allows managers to solve more problems, including some that

were previously done by employees in the lower layers, which lowers the knowledge and

wages of low-layer employees. Reorganizing in this way minimizes cost, since it lowers

compensation to the numerous workers at the production level, as they now require less

skill for their job.

This reorganization mechanism is ubiquitous in the real world. Trucking jobs have

seen similar trends. As early as 1998, a BLS analysis of the sector studied the many

new technologies that had been adopted (BLS 1998). Examples listed were electronic

data interchange, new vehicle location detection systems, and voice and data com-

munication services. The leading provider of such technology in the transportation

sector is Qualcomm, which has been marketing state-of-the-art satellite-based mobile

communication systems, as well as decision support tools since 1985. One particularly

widespread technology is its “OmniTRACS” system. It involves an “in cab” communi-

cation device, the Automatic Vehicle Location (AVL) unit, which allows the driver to

communicate with his dispatcher, who usually informs the driver of their pick-up and

drop-off locations. If the AVL unit is connected to a mobile data terminal or a computer

it also allows the driver to input the information from a bill of lading into a simple dot

matrix display screen. The driver inputs the information, using a keyboard, into an

automated system of preformatted messages known as macros. There are macros for

each stage of the loading and unloading process, such as “loaded and leaving shipper”

and “arrived at the final destination”. Moreover, the system also enables companies

to monitor extremely detailed statistics, such as vehicle location, mileage traveled on

a specific vehicle, direction, fuel efficiency, speed, gear optimization, and the best fu-

eling locations. As in the Amazon example, the extent to which autonomy has been

64



removed from these workers’ set of problems is extreme and, consequently, wages have

been lowered in this occupation. In fact, BLS data shows that median wages for truck

drivers have decreased 21% on average since 1980 (Premack 2018).

Customer services are another case in point. As documented by Brynjolfsson and

McAfee (2011), in 2011, the translation services company Lionbridge announced the

launch of Geofluent, a new language translation technology developed in partnership

with IBM. Geofluent is based on statistical machine translation software and is used by

large high-tech companies for conversations with clients and other parties. It develops

a memory that is the specific to the translation content, making it particularly accurate

and fast. The technology takes words written in one language from, say, an online chat

message from a customer seeking help with a problem, and translates them accurately

and immediately into another language, such as that of the customer service represen-

tative in another country. Customer representatives in firms with this technology are

definitely likely to earn less, at least relative to a similar job in which language skills

are necessary.

Skilled jobs are not immune to this deskilling trend. In a 2011 New York Times

article titled “Armies of Expensive Lawyers, Replaced by Cheaper Software” John

Markoff explains how computers’ pattern recognition abilities are being exploited by

the legal industry. Preparing for litigation in big cases requires the evaluation of large

numbers of documents, the cost of which can be immense, as the required legal staff

hours are potentially very large. Thanks to advances in artificial intelligence, a new “e-

discovery” software can analyze documents in a fraction of the time for a fraction of the

cost. For example, the company Blackstone Discovery of Palo Alto, California, analyzed

1.5 million documents for less than $100,000 (Brynjolfsson and McAfee 2011). The type

of software they used goes beyond finding documents with relevant terms because it

can extract the relevant concepts, even in the absence of specific search terms, or infer

patterns that would have eluded lawyers examining millions of documents. Naturally,

the consequence of this reorganization of law firms is a substitution of entry-level lawyers

for clerical workers who scan and organize documents for a fraction of the knowledge

and wages of the former employees. Even without occupational substitution, it is hard

to imagine this technology not affecting negatively the wages of entry-level lawyers.

These examples illustrate that cost-minimizing firms have an incentive to adopt IT

capital and deskill the job content in layers with numerous workers. The model in the
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main text formalizes this mechanism.34

B. Mathematical Appendix

B.1. Assumptions

The following assumptions are maintained throughout.

Assumption 1. Parameters (λ, c, σl) are such that c/λ < 1
σ1
, ∀l.

Assumption 2. Parameters (p1, p2, σ1, σ2, w, c, λ) are such that

(i)
(
p1−σ1
1 + w1−σ1

)1/(1−σ1)
+ wc

λ

(
1 +

p
1−σ1
1

w1−σ1

)σ1/(1−σ1)

> wc
λ

(ii) ∀l > 1: λ
wc

(
p1−σl
l + w1−σl

)1/(1−σl)
+

(
1 +

p
1−σl
l

w1−σl

)σl/(1−σl)

>

(
1 +

p
1−σl−1
l−1

w1−σl−1

)σl−1/(1−σl−1)

Assumption 3. Parameters (βL, pL, w, c, B) are such that

(i) 1
2
< βL < 1, and

(ii) 22βL

(
λpL(1−βL)

wc

)βL

(2βL − 1)1−2βL > B.

Next, I provide the intuition of the role of assumptions. Under the conditions on

parameters in Assumptions 1 and 2, I show that kL > 0 and that zl > 0, ∀1 < l ≤ L

and L > 2, in a form analogous to Caliendo and Rossi-Hansberg (2012).

First, to have kL > 0 for any production scale, it is enough that the cost of learning,

c/λ, is low enough relative to the inverse of the capital-labor elasticity at layer 1,

c/λ − 1
σ1
< 0. This condition is reminiscent of that in Caliendo and Rossi-Hansberg

(2012), where the cost of learning knowledge relative to the communication cost is

required to be low, specifically, they require that c/λ− h
1−h

≤ 0.

Solutions where z1 > 0 but zL = 0 are ruled out by a parameter restriction where

the cost of the CEO is lower than the cost of layer 1 when z1 = 0

(
p1−σ1
1 + w1−σ1

)1/(1−σ1)
+
wc

λ

(
1 +

p1−σ1
1

w1−σ1

)σ1/(1−σ1)

>
wc

λ

34The Amazon example is based on Harford (2017) and Knight (2015). For the rest, I use the
materials cited at my own discretion.
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The first element on the LHS is the unit cost of layer 1 when z1 = 0, a sort of ”fixed”

cost of using that layer. The second term on the left is the marginal cost of knowledge

in layer 1 at z1 = 0, adjusted for the density of problems at that z1. Intuitively, this

second term captures how fast the costs of knowledge changes relative to its return:

when there are many problems near z1 = 0 (i.e., a high λ) the second term matters less

because a large mass of problems exist around z1 = 0. The term on the RHS is the

CEO learning cost of knowledge adjusted for the mass of problems at zero knowledge.

When the cost of an extra unit of layer 1 is large enough relative to CEO knowledge,

zero CEO knowledge is not optimal. For L > 2, the second condition in Assumption 2

is sufficient to make knowledge at layer L − 1 optimally zero at a higher output level

than for any layer below L− 1; this is the subject of Lemma 1), which establishes that

an L organization has positive knowledge at the lower L − 2 layers. Note also that,

intuitively, setting knowledge at layer L − 1 to zero can never be optimal, since such

a layer does not produce anything but it is costly (see Proposition 5). Together, these

results determine positive knowledge at all layers for L > 2. In principle, z1 = 0 is

possible for L = 2, but the next condition rules out that case for large enough output,

similar to Caliendo and Rossi-Hansberg (2012).

Assumption 1, c/λ < 1
σ1
, is also enough to guarantee that zl increases with scale

∀l < L, though a weaker assumption would suffice. Finally, to obtain the natural result

that kL, and zL are increasing with scale, the two parametric conditions in Assumption

3 are enough. The first involves not-too-strong decreasing returns to scale on kL (i.e.,

1/2 < βL < 1). The second requires that B, the TFP of the CEO IT, is not too large,

22βL

(
λpL(1− βL)

wc

)βL

(2βL − 1)1−2βL > B

B.2. Proofs

The cost minimization problem of a firm given L, denoted CMP, is

min
{nl,zl,kl}Ll=1

L−1∑
l=1

(nlw(czl + 1) + plkl) + wL + pLkL
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Subject to constraints:

A[1− exp(−λZL)]

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

− q = 0 : ϕ(
k

σ1−1
σ1

l + n
σ1−1
σ1

l

) σ1
σ1−1

=

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

exp(−λZl−1), L > l > 1 : ψl

1 +BkβL

L =

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

exp(−λZL−1) : ψL

zl > 0,∀l : θl

kL > 0 : χ

Choice variables are {nl, zl, kl}Ll=1. All the rightmost terms in the constraints are mul-

tipliers. It will become apparent that {nl, kl}L−1
l=1 are all positive due to the standard

argument that the marginal product of each factor is infinite whereas its price is a

bounded value. Showing that zl > 0, ∀l, is addressed in Proposition 5. Note that ϕ

because it is attached to the produced quantity q is interpreted as marginal cost given

L, denoted MCL. The first-order conditions with respect to labor and capital at l = 1

are, respectively,

w(cz1 + 1)− ϕA[1− exp(−λZL)]

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

−1

n
−1/σ1

1 + · · ·

+
L∑
l=2

ψl

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

−1

n
−1/σ1

1 exp(−λZl−1) = 0

(31)

and

p1 − ϕA[1− exp(−λZL)]

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

−1

k
−1/σ1

1 + · · ·

L∑
l=2

ψl

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

−1

k
−1/σ1

1 exp(−λZl−1) = 0

(32)

Proceeding similarly for l ̸= L, and combining both, one obtains

kl
nl

=

(
pl
wl

)−σl

(33)
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Note that using the optimal capital-labor ratio at layer 1 together with layer L con-

straint,
(
1 +BkβL

L

)
exp(λZL−1) =

(
k

σ1−1
σ1

1 + n
σ1−1
σ1

1

) σ1
σ1−1

, I obtain the demand of labor,

not as function of q but of kL,

n1 = P σ1
1 w−σ1

1

(
1 +BkβL

L

)
exp(λZL−1) (34)

and hence

k1 = P σ1
1 p−σ1

1

(
1 +BkβL

L

)
exp(λZL−1) (35)

Combining both Equations 34 and 35, total cost of layer 1 inherits the CES structure:

w1n1 + p1k1 = w1P
σ1
1 w−σ1

1

(
1 +BkβL

L

)
exp(λZL−1) + p1P

σ1
1 p−σ1

1

(
1 +BkβL

L

)
exp(λZL−1) =

P1

(
1 +BkβL

L

)
exp(λZL−1) = P1Q1

(36)

One can similarly show that, for any 1 < l < L, Equation 33 along with layer l

constraint delivers

nl = P σl
l w

−σl
l

(
1 +BkβL

L

)
exp(λ

L−1∑
k=l

zk)

and

kl = P σl
l p

−σl
l

(
1 +BkβL

L

)
exp(λ

L−1∑
k=l

zk)

so that,

wlnl + plkl = PlQl (37)

with Ql ≡
(
1 +BkβL

L

)
exp(λ

L−1∑
k=l

zk) and Pl ≡
(
p1−σl
l + (w(czl + 1))1−σl

)1/(1−σl)
.

The above steps imply that I can rewrite CMP in a condensed form as

LL =
L−1∑
l=1

PlQl + wL + pLkL − ϕ
(
A[1− exp(−λZL)]

(
1 +BkβL

L

)
exp(λZL−1)− q

)
+ · · ·

−
L∑
l=1

θlzl − χkL

(38)
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Note that Equation 38 is already in Lagrangian form with choice variables zl, ∀l, and
kL. This form is different from the representation in the main text, where constraints

are functions of output q, and is useful when proving Propositions 1 and 2 in the main

text.

For notational simplicity, define Ml ≡ Pl

wl
, with wl ≡ w(czl+1). After some algebra,

the first-order conditions of LL are, for kL,

1(
1 +BkβL

L

) +
λ

wc

pL

BβLk
βL−1
L

= exp(λzL−1)M
σL−1

L−1 (39)

for zL,

exp(−λzL) =
wc

ϕAλ
(
1 +BkβL

L

) (40)

for z1,
λ

wc
P1 +Mσ1

1 =
λ

wc
ϕA (41)

and for zl, 1 < l < L,
λ

wc
Pl +Mσl

l = exp(λzl−1)M
σl−1

l−1 (42)

In this system, I have set all nonnegativity multipliers to zero, but later I obtain suffi-

cient parameter conditions.

Using Assumptions 1 to 3, I am now ready to proof two intermediate results, Lemma

1 and Proposition 5, which I use in the proof of Propositions 1 and 2.

B.2.1 Auxiliary Results

Lemma 1. Given the number of layers L, under Assumptions 1 and 2, as the multiplier

on the output constraint, ϕ, decreases, the constraints over zl ≥ 0,∀l bind such that the

first to hit zero is zL−1, then zL−2, and so on until z1 and finally zL. Moreover, kL > 0

always holds.

Proof. First, I show that kL > 0 always holds. On the kL first-order condition (Equation

39), if the term

exp(λzL−1)M
σL−1

L−1 − 1(
1 +BkβL

L

) (43)

70



is positive, then kL > 0. Note that the equation increases as kL increases. Hence,

if exp(λzL−1)M
σL−1

L−1 − 1 is positive, then Equation 43 is positive. I next focus on the

latter simpler term to obtain a sufficient parameter condition for kL > 0.

Two intermediate expressions that are used in several steps below are dPl

dzl
= wcMσl

l ,

and dMl

dzl
= wc

wl
(Mσl

l − Ml) = −wcp
1−σl
l

w2
l

P σl
l . Take derivatives with respect to zL−1 on

Equation 43:

d
(
exp(λzL−1)M

σL−1

L−1 − 1
)

dzL−1

= λ exp(λzL−1)M
σL−1

L−1

(
1− σL−1wc

λwL−1

(
pL−1

PL−1

)1−σL−1

)
(44)

which is positive as long as λ−σL−1
wc

wczL−1+w
> 0; hence, it is enough that λ−σL−1c > 0

(Assumptions 1). In that case, Equation 43 increases in zL−1, and as long as at its

minimum

exp(λzL−1)P
σL−1

L−1 w
−σL−1

L−1

∣∣∣
zL−1=0

− 1

is positive, or equivalently (w1−σL−1 + p1−σL−1)
σL−1/(1−σL−1)w−σL−1 > 1, a condition that

trivially holds, then Equation 43 is positive and kL > 0.

Focus now on the zL first-order condition, Equation 40 and since kL > 0,

exp(−λzL) =
wc

ϕA
(
1 +BkβL

L

)
λ
<

wc

ϕAλ

Define ϕ∗
L as that which makes zL = 0, that is, ϕ∗

L ≡ wc

A
(
1+Bk

βL
L

)
λ
< wc

Aλ
. Then, zL > 0

for ϕ
′
L ≡ wc

Aλ
> ϕ∗

L. Hence, as in Caliendo and Rossi-Hansberg (2012), it is enough that

ϕ > wc
Aλ

for zL > 0.

From here on, the proof requires understanding how the remaining first-order con-

ditions behave as ϕ increases. Note that the LHS of Equations 41 and 42 has common

form λ
wc
Pl +Mσl

l . Taking derivatives with respect to zl,

d
(

λ
wc
Pl +Mσl

l

)
dzl

= λMσl
l + σlM

σl−1
l

(
−wcp

1−σl
l

w2
l

P σ0
l

)
= λMσl

l

(
1− σlwc

λwl

(
pl
Pl

)1−σl

)
(45)

For the expression to be positive, Assumption 1 is enough. With this result, focus first

on Equation 41, the z1 first-order condition. The LHS is increasing in z1 and the RHS
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is increasing in ϕ. Then at the lowest value of the LHS a unique ϕ∗
1 exists such that,(

λ

wc
P1 +Mσ1

1

)∣∣∣∣
zL−1=0

=
λ

wc
ϕ∗
1A (46)

The multiplier ranking in Lemma 1 is ϕ∗
1 > ϕ′

L ≡ wc
Aλ

> ϕ∗
L, which holds if

(
p1−σ1
1 + w1−σ1

)1/(1−σ1)
+
wc

λ

(
1 +

p1−σ1
1

w1−σ1

)σ1/(1−σ1)

>
wc

λ
(47)

a condition in Assumption 2.

I turn now to Equation 42, the zl first-order condition, shown again here for com-

pleteness:
λ

wc
Pl +Mσl

l = exp(λzl−1)M
σl−1

l−1

Denote its right and left-hand sides as RHSl and LHSl for any l > 1. As shown above,

the LHSl is increasing in zl under Assumption 1. The dependence of the RHSl on ϕ

requires taking derivatives,

d (exp(λzl)M
σl
l )

dzl

dzl
dϕ

= λ exp(λzl)M
σl
l

(
1− σlwc

λwl

(
pl
Pl

)1−σl

)
dzl
dϕ

(48)

In Proposition 1, I show that dzl
dϕ

> 0, and the remaining term is positive due to

Assumption 1. As a consequence RHSl is increasing in ϕ. Now, similar to other layers,

define ϕ∗
l implicitly as LHSl|zl=0 = RHSl|ϕ∗

l
. Since RHSl increases with ϕ, requiring

ϕ∗
l > ϕ∗

l−1 is the same as RHSl(ϕ
∗
l ) > RHSl(ϕ

∗
l−1). Also note that

LHSl|zl=0 = RHSl|ϕ∗
l
> RHSl|ϕ∗

l−1
=
(
exp(λzl−1)M

σl−1

l−1

)∣∣
zl−1=0

(49)

Combining both extremes of the previous equation, I obtain

λ

wc

(
p1−σl
l + w1−σl

)1/(1−σl)
+

(
1 +

p1−σl
l

w1−σl

)σl/(1−σl)

>

(
1 +

p
1−σl−1

l−1

w1−σl−1

)σl−1/(1−σl−1)

(50)

which is the expression in Assumption 2. This concludes the proof that ϕ∗
L−1 >

...ϕ∗
2 > ϕ∗

1 > ϕ∗
L and kL > 0 under Assumptions 1 and 2.
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Proposition 5. Under Assumptions 1 and 2, for any L > 2, and any production q,

knowledge of agents at any layer is positive, zl > 0, ∀l.

Proof. Take any L ≥ 2, I compare the cost minimization problem for the following two

organizations:

1. A firm with L layers and unconstrained, with Lagrangian:

LU ≡
L−1∑
l=1

PlQl + wL + pLkL + · · ·

− ϕ
(
A[1− exp(−λZL)]

(
1 +BkβL

L

)
exp(λZL−1)− q

)
−

L∑
l=1

θlzl

(51)

2. A firm with L+ 1 layers and constrained to zL = 0, with Lagrangian

LC ≡
L∑
l=1

PlQl + wL+1 + pL+1kL+1 + · · ·

− ϕ
(
A[1− exp(−λZL+1)]

(
1 +BkβL

L+1

)
exp(λZL)− q

)
−

L+1∑
l=1

θlzl

(52)

Whenever needed, I will denote choice variables with superscripts U and C for

problems LU and LC , respectively. Specialize the constrained case by imposing zCL = 0

to get

LC =
L−1∑
l=0

PlQl + PL|zL=0QL + wL+1 + pL+1kL+1 + · · ·

− ϕ
(
A[1− exp(−λ (ZL−1 + zL+1))]

(
1 +BkβL

L+1

)
exp(λZL−1)− q

)
−

L+1∑
∀l>1,l ̸=L

θlzl

(53)

Next exploit that kCL+1 in LC is symmetric to kUL in LU , and similarly with zCL+1 and z
U
L ,
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and without loss of generality, relabel (pL, kL, zL) in LU as (pL+1, kL+1, zL+1) to obtain:

LU =
L−1∑
l=1

PlQl + wL+1 + pL+1kL+1 + · · ·

− ϕ
(
A[1− exp(−λ (ZL−1 + zL+1))]

(
1 +BkβL

L+1

)
exp(λZL−1)− q

)
+ · · ·

−
L−1∑
l=1

θlzl + θL+1zL+1

(54)

Further recall Ql ≡
(
1 +BkβL

L

)
exp(λ

L−1∑
k=l

zk) for a firm with L layers so, for the LC

firm with L + 1 layers and zCL = 0, QC
l ≡

(
1 +BkβL

L

)
exp(λ

L−1∑
k=l

zk) for and QC
L =(

1 +BkβL

L

)
exp(λzL)|zL=0, its problem becomes

LC =
L−1∑
l=1

Pl

(
1 +BkβL

L

)
exp(λ

L−1∑
k=l

zk) + PL|zL=0

(
1 +BkβL

L

)
+ wL+1 + pL+1kL+1 + · · ·

− ϕ
(
A[1− exp(−λ (ZL−1 + zL+1))]

(
1 +BkβL

L+1

)
exp(λZL−1)− q

)
−

L+1∑
∀l>1,l ̸=L

θlzl

(55)

Similarly, plug QU
l into LU ,

LU =
L−1∑
l=1

Pl

(
1 +BkβL

L

)
exp(λ

L−1∑
k=l

zk) + wL+1 + pL+1kL+1 + · · ·

− ϕ
(
A[1− exp(−λ (ZL−1 + zL+1))]

(
1 +BkβL

L+1

)
exp(λZL−1)− q

)
+ · · ·

−
L−1∑
l=1

θlzl + θL+1zL+1

(56)

Note that Lagrangians in Equations 55 and 56 are the same problem, except the

former includes the extra term, PL|zL=0

(
1 +BkβL

L

)
. Such term is the extra cost in

LC due to the extra layer L with zero knowledge. The extra layer generates no cost

advantage elsewhere since the rest of the Lagrangian is the same as LU . Intuitively,

unless knowledge is positive, an extra layer serves no purpose as it does not generate

more output, nor reduce inputs at other layers. What is the effect of the extra layer on
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cost? By the Envelope Theorem,

dLC

d PL|zL=0

= 1 +BkβL

L

∣∣∣
kL=k∗L

> 0

where k∗L is optimal kCL (i.e., kL under the constrained problem). The impact on the

cost is strictly positive, as if the extra layer were a tax without benefits to the firm.

Thus a firm will never choose to have a L+ 1 organization with zero knowledge on the

extra layer L. If zL = 0 is never optimal for the firm with L+1 layers, then, by Lemma

1, zl > 0, ∀l < L, and zL+1 > 0 holds for such organization.

B.2.2 Proof of Proposition 1

The proof involves doing comparative statics, that is, obtaining dzl
dq

= dzl
dϕ

dϕ
dq
, ∀l, and

dkL
dq

= dkL
dϕ

dϕ
dq
. The common term dϕ

dq
is derived at the end of the proof, and I start with

the remaining terms.

Start with the z1 first-order condition:

d
(

λ
wc
P1 +Mσ1

1

)
dz1

= λMσ1
1

(
1− σ1wc

λw1

(
p1
P1

)1−σ1
)

=
λA

wc

dϕ

dz1

so
dz1
dϕ

=
A

wcMσ1
1

(
1− σ1wc

λw1

(
p1
P1

)1−σ1
)

which is positive iff

(
1− σ1wc

λw1

(
p1
P1

)1−σ1
)
> 0, a condition implied by

(
1− σ1c

λ

)
> 0,

that is, by Assumption 1.

Next the z2 first-order condition. First, I rewrite its RHS using introductory results:

d (exp(λz1)M
σ1
1 ) = λ exp(λz1)M

σ1
1

(
1− σ1wc

λw1

(
p1
P1

)1−σ1
)
dz1 (57)

From totally differentiating the z1 first-order condition:

Mσ1
1

(
1− σ1wc

λw1

(
p1
P1

)1−σ1
)
dz1 =

A

wc
dϕ
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so Equation 58 can be written as

d (exp(λz1)M
σ1
1 ) = λ exp(λz1)

A

wc
dϕ

Then differentiate the LHS of the z2 first-order condition:

d

(
λ

wc
P2 +Mσ2

2

)
= λMσ2

2

(
1− σ2wc

λw2

(
p2
P2

)1−σ2
)
dz2

Combining the two:

λMσ2
2

(
1− σ2wc

λw2

(
p2
P2

)1−σ2
)
dz2 = λ exp(λz1)

A

wc
dϕ

so
dz2
dϕ

=
exp(λz1)

A
wc

Mσ2
2

(
1− σ2wc

λw2

(
p2
P2

)1−σ2
)

which is positive iff

(
1− σ2wc

λw2

(
p2
P2

)1−σ2
)
> 0, a condition implied by

(
1− σ2c

λ

)
> 0,

that is, by Assumption 1.

Proceeding analogously gives dzl
dϕ

for any l > 2. For any layer l > 2, dzl
dϕ

involves

taking the ratio of two derivatives. The denominator is the derivative of the LHS of the

zl first-order condition with respect to zl. The numerator uses again the intermediate

result that:

d
(
exp(λzl−1)M

σl−1

l−1

)
= λ exp(λzl−1)M

σl−1

l−1

(
1− σl−1wc

λwl−1

(
pl−1

Pl−1

)1−σl−1

)
dzl−1 (58)

which is the derivative of the RHS of the first-order condition of zl. Using it together

with dzl−1

dϕ
, obtained in the previous step, gives the numerator. So for l > 2:

dzl
dϕ

=
λ exp (λZl−1)

A
wc

λMσl
l

(
1− σlwc

λwl

(
pl
Pl

)1−σl

) (59)

which is positive iff

(
1− σlwc

λwl

(
pl
Pl

)1−σl

)
> 0, a condition implied by Assumption(

1− σlc
λ

)
> 0.

76



Focus next on kL. Total differentiation of the RHS of its first-order condition simply

requires using results for the RHS of layer l applied to L − 1, as just described in the

immediately previous derivation. The total differentiation of the LHS of the kL first-

order condition delivers

d

 1(
1 +BkβL

L

) +
λ

wc

pL

BβLk
βL−1
L

 =

− BkβL−1
L(

1 +BkβL

L

)2 +
λ

wc

pL
BβL

(1− βL)k
−βL

L

 dkL

Combining both and rewriting:

dkL
dϕ

= kβL

L (1 +BkβL

L )2
λ exp (λZL−1)

A
wc(

λ
wc

pL
BβL

(1− βL)
(
1 +BkβL

L

)2
− βLBk

2βL−1
L

)

which is weakly positive as long as

(
λ
wc

pL
BβL

(1− βL)
(
1 +BkβL

L

)2
− βLBk

2βL−1
L

)
> 0, a

condition that is satisfied under Assumption 3 and is strictly positive due to Lemma 1.

I conclude with zL. Take logs on its first-order condition to obtain

−λzL = log(wc)− log
(
ϕAλ

(
1 +BkβL

L

))
Totally differentiating and slightly rewriting:

−λdzL
dϕ

+
BβLk

βL−1
L

1 +BkβL

L

dkL
dϕ

= −1

ϕ

Using dkL
dϕ

just obtained,

dzL
dϕ

=
1

λϕ
+

BβLk
2βL−1
L(

1 +BkβL

L

) exp (λ (ZL−1))
A
wc(

λ
wc

pL
BβL

(1− βL)
(
1 +BkβL

L

)2
−Bk2βL−1

L

)
which is also positive under Assumption 3.

The common term dϕ
dq

is obtained by implicit differentiation of the production func-

tion. First note using the expression for the optimal input bundle at layer 1, the
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production function can be written as

q = A[exp(λZL−1)− exp(−λzL)]
(
1 +BkβL

L

)
and applying the Implicit Function Theorem,

dϕ

dq
=

1

TT1 + TT2 + TT3

where

TT1 ≡ A[
L−1∑
l=0

λ
dzl
dϕ

exp(λZL−1)
(
1 +BkβL

L

)
TT2 ≡ Aλ

dzL
dϕ

exp(−λzL)]
(
1 +BkβL

L

)
TT3 ≡ A[exp(λZL−1)− exp(−λzL)]BβLkβL−1

L

dkL
dϕ

Since dzl
dϕ
> 0, ∀l, and dkL

dϕ
> 0, then dϕ

dq
> 0, and also dzl

dq
> 0,∀l, and dkL

dq
> 0.

All other factor demands are given by Equations 35 and 34. Taking derivatives of

Equation 34 with respect to q,

dnl

dq
= P σl

l (−σl)w−σl−1
l wc

dzl
dq

(
1 +BkβL

L

)
exp(λ

L−1∑
j=l

zj) + · · ·

P σl
l w

−σl
l

(
1 +BkβL

L

)
λ
L−1∑
j=l

dzj
dq

exp(λ
L−1∑
j=l

zj) + · · ·

dP σl
l

dq
w−σl

l

(
1 +BkβL

L

)
exp(λ

L−1∑
j=l

zj) + · · ·

P σl
l w

−σl
l

d
(
1 +BkβL

L

)
dq

exp(λ
L−1∑
j=l

zj) (60)
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Note all the terms are positive except the first. Grouping terms by convenience,

dnl

dq
= P σl

l (−σl)w−σl
l

wc

wl

dzl
dq

(
1 +BkβL

L

)
exp(λ

L−1∑
j=l

zj) + · · ·

P σl
l w

−σl
l

(
1 +BkβL

L

)
λ
dzl
dq

exp(λ
L−1∑
j=l

zj) +OT (61)

where

OT ≡ P σl
l w

−σl
l

(
1 +BkβL

L

)
λ

L−1∑
j=l+1

dzj
dq

exp(λ
L−1∑
j=l

zj) + · · · (62)

dP σl
l

dq
w−σl

l

(
1 +BkβL

L

)
exp(λ

L−1∑
j=l

zj) + · · · (63)

P σl
l w

−σl
l

d
(
1 +BkβL

L

)
dq

exp(λ
L−1∑
j=l

zj) (64)

And with further collecting,

dnl

dq
= P σl

l w
−σl
l

(
1 +BkβL

L

)
exp(λ

L−1∑
j=l

zj)

[
(−σl)

wc

w + wczl
+ λ

]
dzl
dq

+OT (65)

A sufficient condition for dnl

dq
> 0 is that the term in brackets,[

λ− σlc
1

1 + czl

]
(66)

is positive. Suppose zl = 0, then [λ− σlc] > 0 due to Assumption 1. For any 0 <

zl < ∞, the negative term will be even smaller, and hence
[
λ− σlc

1
1+czl

]
> 0, which

completes the proof for nl,∀l < L. The proof for kl,∀l > L, is analogous and, in fact,

simpler as its price pl does not depend on zl.

B.2.3 Proof of Proposition 2
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I first show the properties of MCL. Recall

MCL ≡ ϕ =
wc

exp(−λzL)Aλ
(
1 +BkβL

L

) =
[exp(λZL)− 1]wc

λq
(67)

where the last equality uses the production function definition and the L layer con-

straint.

MCL > 0 is trivial from Equation 67, and dMCL

dq
> 0 is a direct implication from

Proposition 1. Regarding its behavior at the limits, note

lim
q→0

MCL = lim
q→0

exp(λzL)wc

Aλ
(
1 +BkβL

L

) =
wc

Aλ

where the last equality comes from the monotonicity of choice variables with respect to

q shown in Proposition 1. Using the second form of MCL on Equation 67,

lim
q→∞

[exp(λZL)− 1]wc

λq
=

∞
∞

= lim
q→∞

wc
exp(λZL)λ

∑L
l=1

dzl
dq

λ
= ∞

where the second equality uses L’Hopital’s rule. This concludes the properties ofMCL.

I now show the properties of ACL. Before turning to the stated properties of ACL,

note that a general property of cost functions is that

∂ACL

∂q
=
∂ CL(q)

q

∂q
=

∂CL(q)
∂q

q − CL(q)

q2
= −ACL(q)−MCL(q)

q

Hence, whether ACL is increasing or decreasing depends on whether ACL > MCL or

vice versa, respectively. Denoting explicitly the dependence on q,

ACL =

L−1∑
l=1

Pl(q)Ql(q) + wL(q) + pLkL(q)

q
(68)
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and using the expressions for Ql and q,

ACL =

L−1∑
l=1

Pl(q) exp

(
λ

L−1∑
k=l

zk(q)

)
A[1− exp(−λZL(q))] exp(λZL−1(q))

+ · · ·

+
wL(q) + pLkL(q)

A[1− exp(−λZL(q))] (1 +BkL(q)βL) exp(λZL−1(q))

(69)

Turn to the stated properties. First compute limits as q → 0:

lim
q→0

ACL = lim
q→0

L−1∑
l=1

Pl(q) exp

(
λ

L−1∑
k=l

zk(q)

)
+ wL(q)

A[1− exp(−λZL(q))] exp(λZL−1(q))
+ · · ·

+ lim
q→0

pLkL(q)

A[1− exp(−λZL(q))] (1 +BkL(q)βL) exp(λZL−1(q))

(70)

The first limit is
L−1∑
l=1

Pl|zl=0

0
+
w

0
= ∞

The second term is an indeterminacy 0
0
, and the only way to overturn the effect of the

first limit would be that it is −∞. Such is never the case due to the monotonicity

properties in Proposition 1. Hence, limq→0ACL = ∞; moreover, for q → 0, ACL >

MCL and ACL is decreasing.

Now compute the limit q → ∞:

lim
q→∞

ACL = lim
q→∞

L−1∑
l=1

Pl(q) exp

(
λ

L−1∑
k=l

zk(q)

)
+ wL(q)

A[1− exp(−λZL(q))] exp(λZL−1(q))
+ · · ·

+ lim
q→∞

pLkL(q)

A[1− exp(−λZL(q))] (1 +BkL(q)βL) exp(λZL−1(q))

(71)

Note that the layer 1 component of the first limit is

lim
q→∞

P1(q)

A[1− exp(−λZL(q))]
= ∞
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because the denominator converges to A and the numerator goes to ∞, both due to

Proposition 1. While a priori the remaining terms are indeterminate of ∞
∞ type, they

are positive: applying L’Hopital and the monotonicity of policy functions rules out their

convergence to −∞. The other remaining terms are similarly analyzed which implies

limq→∞ACL = ∞.

Showing that ACL > MCL and ACL is increasing as q → ∞ requires more work

because both ACL andMCL go to ∞. I next show that ACL increases. Note that total

cost given L, CL, can be written as the fixed-plus-variable cost (i.e., fixed costs plus

the integral of all marginal costs):

lim
q→∞

[ACL(q)−MCL(q)] = lim
q→∞

[
CL(q)

q
−MCL(q)

]
=

lim
q→∞

[
FL +

∫ q

0
MCL(x)dx

q
−MCL(q)

]
= lim

q→∞

[∫ q

0
MCL(x)dx

q
−MCL(q)

] (72)

where FL is the fixed cost term, FL ≡ limq→0CL(q), at the very least including the

CEO time compensation (w). It is now apparent that the limit as q → ∞ depends on

how MC behaves. Write it as a ratio so that calculating the limit is easier:

lim
q→∞

ACL(q)

MCL(q)
= lim

q→∞

∫ q

0
MCL(x)dx

qMCL(q)

Note that

lim
q→∞

∫ q

0
MCL(x)dx

qMCL(q)
= lim

q→∞

∫ q

0

MCL(x)

qMCL(q)
dx = lim

q→∞

∫ q

0

h1(q, x)dx

with h1(q, x) ≡ MCL(x)
qMCL(q)

. Properties of h1(q, x) include:

• 0 < h1(q, x) < 1 for any q and x > 0 and h1(q, 0) = 0.

• limq→∞ h1(q, x) = limq→∞
MCL(x)
qMCL(q)

= 0.

To exchange limit and integration in limq→∞
∫ q

0
h1(q, x)dx, I apply the dominated con-

vergence theorem. Its application requires finding an integrable function g that bounds

h1(q, x), that is, for all q, h1(q, x) ≤ g. Setting g = 1 satisfies the requirement, so I

exchange the operator order:

lim
q→∞

∫ q

0
MCL(x)dx

qMCL(q)
=

∫ q

0

lim
q→∞

h1(q, x)dx = 0
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Hence, MCL > ACL as q → ∞ and ACL increases in that limit.

Finally, Proposition 2 states that the q∗ that satisfies

FL +
∫ q∗

0
MCL(x)dx

q∗
=MCL(q

∗)

is a unique minimum. To show it is unique, rewrite the condition that defines q∗:

FL +
∫ q∗

0
[exp(λZL(q))−1]wc

λq
dq

q∗
=

[exp(λZL(q
∗))− 1]wc

λq∗

FL +

∫ q∗

0

[exp(λZL(q))− 1]wc

λq
dq = [exp(λZL(q

∗))− 1]
wc

λ

FL +

∫ q∗

0

h2(q)dq = h2(q
∗)q∗

where h2(q) ≡ [exp(λZL(q))−1]wc
λq

. Finally, to show that such q∗ is unique, I study the

behavior of each side. The LHS,

∂LHS

∂q∗
= h2(q

∗) > 0

and the right-hand side,

∂RHS

∂q∗
= h2(q

∗) + h′2(q
∗)q∗ > 0 (73)

where h′2 = wc exp(λZL)
∑L

l=1
dzl
dq

> 0. Note that 0 < ∂LHS
∂q∗

< ∂RHS
∂q∗

. This inequality

together with the fact that total cost at q∗ = 0, the LHS of Equation 73, is strictly

positive, whereas its RHS is zero because ZL|q∗=0 = 0, I conclude that q∗ is unique.

To determine that q∗ is a minimum, take the second-order derivative of ACL,

∂2ACL(q)

∂q2
= −

(
∂ACL

∂q
− ∂MCL

∂q

)
q − (ACL −MCL)

q2

At q∗ the expression simplifies due to ∂ACL

∂q
= 0 and ACL −MCL = 0:

∂2ACL(q)

∂q2
=

∂MCL

∂q

q

∣∣∣∣∣
q=q∗

> 0
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since ∂MCL

∂q
> 0 as long as dzl

dq
> 0 and dkL

dq
> 0.

B.2.4 Proof of Proposition 3

First, do case L = 4. The system of first-order conditions is:

exp(−λz4) =
wc

ϕAλ
(
1 +BkβL

L

)
λP1 + P σ1

1 (w(cz1 + 1))−σ1 wc = ϕAλ

λP2 + P σ2
2 (w(cz2 + 1))−σ2 wc = exp(λz1)P

σ1
1 (w(cz1 + 1))−σ1 wc

λP3 + P σ3
3 (w(cz3 + 1))−σ3 wc = exp(λz2)P

σ2
2 (w(cz2 + 1))−σ2 wcexp(λz3)P

σ3
3 (w(cz3 + 1))−σ3

wc

λ
− wc

λ
(
1 +BkβL

L

)
BβLk

βL−1
L = pL

To prove Proposition 3, I first find compact expressions for some relevant derivatives.

Recall that Pl ≡
(
p1−σl
l + (w(czl + 1))1−σl

)1/(1−σl)
, so:

dPl

dp2
= wc

(
Pl

wl

)σl
[
1

wc

(
wl

pl

)σl dpl
dp2

+
dzl
dp2

]
(74)

Notice that for l = 2, 3, 4,
dpl
dp2

= 1, but
dp1
dp2

= 0. Another relevant term is P σl
l (w(czl +

1))−σl , for which I obtain

d

dp2

(
P σl
l (w(czl + 1))−σl

)
= σl

(
Pl

wl

)σl
[
1

Pl

dPl

dp2
− wc

wl

dzl
dp2

]
Replacing the term dPl

dp2
with Equation 74, I get:

d

dp2

(
P σl
l (w(czl + 1))−σl

)
=

(
Pl

wl

)σl
[
σl
Pl

(
Pl

wl

)σl dpl
dp2

+

(
σlwc

Pl

(
Pl

wl

)σl

− σlwc

wl

)
dzl
dp2

]
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Finally, the term eλzlP σl
l (w(czl + 1))−σl has the following derivative:

d

dp2

(
eλzlP σl

l (w(czl + 1))−σl
)
=

eλzl
(
Pl

wl

)σl
[
σl
Pl

(
Pl

pl

)σl dpl
dp2

+

(
λ+

σlwc

Pl

(
Pl

pl

)σl

− σlwc

wl

)
dzl
dp2

] (75)

With these expressions at hand, I obtain the derivatives of the system. Consider the z4

first-order condition. First, apply the natural logarithm and rewrite it as:

−λz4 = ln
(wc
Aλ

)
− ln(ϕ)− ln

(
1 +BkβL

L

)
Now by differentiating and simplifying the above:

λ
dz4
dp2

=
1

ϕ

dϕ

dp2
+
BβLk

βL−1
L

1 +BkβL

L

dkL
dp2

Next, differentiating the z1 first-order condition, and using Equations 74 and 75, and

that dp1
dp2

= 0,

wc

(
P1

w1

)σ1
[
λ+

σ1wc

P1

(
P1

w1

)σ1

− wcσ1
w1

]
dz1
dp2

= Aλ
dϕ

dp2

Similarly, differentiating the z2 first-order condition, using Equations 74 and 75,

wc

(
P2

w2

)σ2
[
λ

wc

(
w2

p2

)σ2

+
σ2
P2

(
P2

p2

)σ2

+

(
λ+

σ2wc

P2

(
P2

w2

)σ2

− σ2wc

w2

)
dz2
dp2

]
=

wceλz1
(
P1

w1

)σ1
[
λ+

σ1wc

P1

(
P1

w1

)σ1

− σ1wc

w1

]
dz1
dp2

Differentiating the z3 first-order condition:

wc

(
P3

w3

)σ3
[
λ

wc

(
w3

p3

)σ3

+
σ3
P3

(
P3

p3

)σ3

+

(
λ+

σ3wc

P3

(
P3

w3

)σ3

− σ3wc

w3

)
dz3
dp2

]
=

wceλz2
(
P2

w2

)σ2
[
σ2
P2

(
P2

p2

)σ2

+

(
λ+

σ2wc

P2

(
P2

w2

)σ2

− σ2wc

w2

)
dz2
dp2

]
To differentiate the kL first-order condition, I rewrite it as

eλz3P σ3
3 (w(cz3 + 1))−σ3 − 1

1 +BkβL

L

=
λ

BβLwc
pLk

1−βL

L
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and differentiate it to obtain

eλz3
(
P3

w3

)σ3
[
σ3
P3

(
P3

p3

)σ3

+

(
λ+

σ3wc

P3

(
P3

w3

)σ3

− σ3wc

w3

)
dz3
dp2

]
+

BβLk
βL−1
L

(1 +BkβL

L )2
dkL
dp2

=

λk−βL

L

BβLwc

(
kL + pL(1− βL)

dkL
dp2

)

Finally, before differentiating the production function, I rewrite it as q
A

1

1 +BkβL

L

=

eλ(z1+z2+z3) − e−λz4 , and hence

− q

A

BβLk
βL−1
L(

1 +BkβL

L

)2 dkLdp2
= λ

[
eλ(z1+z2+z3)

(
dz1
dp2

+
dz2
dp2

+
dz3
dp2

)
+ e−λz4

dz4
dp2

]

Before solving the system of differential equations, I define some new terms for com-

pactness:

Cl ≡
(
Pl

wl

)σl
(
λ+

σlwc

Pl

(
Pl

wl

)σl

− σlwc

wl

)
Dl ≡

σl
Pl

(
P 2
l

plwl

)σl

El ≡
λ

wc

(
Pl

pl

)σl

X ≡ 1 +BkβL

L

Xk ≡ BβLk
βL−1
L

H ≡ λ

wc

pL
XkkL

(1− βL)−
Xk

G2

All the above terms are positive. This is straightforward for all the definitions except for

Cl and H, so I only show the sign for these latter two. Under Assumption 1, λ
c
> σl,∀l.

Therefore,

Cl =

(
Pl

wl

)σl
[
σlwc

Pl

(
Pl

wl

)σl

+ c

(
λ

c
− σl

w

wl

)]
> 0

The above is true since wl > w, ∀l. On the other hand, under Assumption 3,

λ

wc

pL
BβL

(1− βL)
(
1 +BkβL

L

)2
−BβLk

2βL−1
L > 0
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which can be written as

kβL

L X2

[
λ

wc

pL
XkkL

(1− βL)−
Xk

X2

]
= kβL

L X2H > 0

And since kL and X are both greater than zero, then H > 0. With these definitions at

hand, the system for the comparative statics becomes:

λ
dz4
dp2

=
1

ϕ

dϕ

dp2
+
Xk

X

dkL
dp2

(76)

C1
dz1
dp2

=
Aλ

wc

dϕ

dp2
(77)

E2 +D2 + C2
dz2
dp2

= eλz1C1
dz1
dp2

(78)

E3 +D3 + C3
dz3
dp2

= eλz2
(
D2 + C2

dz2
dp2

)
(79)

eλz3
(
D3 + C3

dz3
dp2

)
−H

dkL
dp2

=
λ

wcXk

(80)

− q

Aλ

Xk

X2

dkL
dp2

= eλ(z1+z2+z3)

(
dz1
dp2

+
dz2
dp2

+
dz3
dp2

)
+ e−λz4

dz4
dp2

(81)

I turn now to solving the system. From Equation 77, I can solve for dϕ
dp2

:

dϕ

dp2
=
C1wc

Aλ

dz1
dp2

From Equation 76 and using the expression for dϕ
dp2

:

dz4
dp2

=
C1wc

Aϕλ2
dz1
dp2

+
Xk

Xλ

dkL
dp2

(82)

With Equation 78 and solving for
dz2
dp2

:

dz2
dp2

= eλz1
C1

C2

dz1
dp2

− (E2 +D2)

C2

(83)
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Using Equation 79, solving for
dz3
dp2

, and substituting the expression for dz2
dp2

,

dz3
dp2

= eλ(z1+z2)
C1

C3

dz1
dp2

− eλz2
E2

C3

− (E3 +D3)

C3

(84)

Next, use Equation 80, solve for dkL
dp2

and substitute for dz3
dp2

expressed as in Equation 84:

dkL
dp2

= eλ(z1+z2+z3)
C1

H

dz1
dp2

− eλ(z2+z3)
E2

H
− eλz3

E3

H
− λ

wcXkH
(85)

I now use dz2
dp2

, dz3
dp2

, and dz4
dp2

as just obtained in Equation 81. I multiply both sides by

e−λ(z1+z2+z3) to finally group alike terms to obtain(
1 + eλz1

C1

C2

+ eλ(z1+z2)
C1

C3

+ e−λZ4
C1wc

Aϕλ2

)
dz1
dp2

+

(
e−λZ4

Xk

Xλ
+ e−λZ3

q

Aλ

Xk

X2

)
dkL
dp2

=

(E2 +D2)

C2

+ eλz2
E2

C3

+
(E3 +D3)

C3

(86)

Note that the term multiplying
dkL
dp2

can be simplified since, from the production func-

tion I have e−λZ3 q
AX

= 1 − e−λZ4 , so the term multiplying
dkL
dp2

can be simplified by

noticing,

e−λZ4
Xk

Xλ
+ e−λZ3

q

Aλ

Xk

X2
= e−λZ4

Xk

Xλ
+ (1− e−λZ4)

Xk

Xλ
=
Xk

Xλ

Equation 86 can then be written as(
1 + eλz1

C1

C2

+ eλ(z1+z2)
C1

C3

+ e−λZ4
C1wc

Aϕλ2

)
dz1
dp2

+
Xk

Xλ

dkL
dp2

=

(E2 +D2)

C2

+ eλz2
E2

C3

+
(E3 +D3)

C3

And if I substitute for dkL
dp2

as expressed in Equation 85, I obtain

dz1
dp2

=

(E2+D2)

C2
+ eλz2 E2

C3
+ (E3+D3)

C3
+ eλ(z2+z3)XkE2

XHλ
+ eλz3 XkE3

XHλ
+ 1

wcXH

1 + eλz1 C1

C2
+ eλ(z1+z2)C1

C3
+ e−λZ4 C1wc

Aϕλ2 + eλ(z1+z2+z3)XkC1

XHλ

> 0 (87)
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From this result, Equation 77 also tells us that dϕ
dp2

is positive. Obtaining expressions

for the other derivatives simply involves plugging the solution for
dz1
dp2

, I just obtained.

For example, for z2, Equation 83 together with Equation 87 delivers the following:

dz2
dp2

= eλz1

[
(E2+D2)

C2
+ eλz2 E2

C3
+ (E3+D3)

C3
+ eλ(z2+z3)XkE2

XHλ
+ eλz3 XkE3

XHλ
+ 1

wcXH

]
[
C2

C1

+ eλz1 + eλ(z1+z2)C2

C3
+ e−λZ4 C2wc

Aϕλ2 + eλ(z1+z2+z3)XkC2

XHλ

] −(E2 +D2)

C2

Similarly for
dz3
dp2

,

dz3
dp2

= eλ(z1+z2)

[
(E2+D2)

C2
+ eλz2 E2

C3
+ (E3+D3)

C3
+ eλ(z2+z3)XkE2

XHλ
+ eλz3 XkE3

XHλ
+ 1

wcXH

]
[
C3

C1
+ eλz1 C3

C2
+ eλ(z1+z2) + e−λZ4 C3wc

Aϕλ2 + eλ(z1+z2+z3)XkC3

XHλ

] + · · ·

− eλz2
E2

C3

− (E3 +D3)

C3

and for
dz4
dp2

, which involves using also Equation 85,

dz4
dp2

=

(
C1wc

Aϕλ2
+ eλ(z1+z2+z3)

C1Xk

XHλ

) [ (E2+D2)

C2
+ eλz2 E2

C3
+ (E3+D3)

C3
+ eλ(z2+z3)XkE2

XHλ
+ eλz3 XkE3

XHλ
+ 1

wcXH

]
[
1 + eλz1 C1

C2
+ eλ(z1+z2)C1

C3
+ e−λZ4 C1wc

Aϕλ2 + eλ(z1+z2+z3)XkC1

XHλ

] · · ·

− Xk

Xλ

(
eλ(z2+z3)

E2

H
+ eλz3

E3

H
+

λ

wcXkH

)

Note
dzl
dp2

, for l > 1 have indeterminate signs in this case L = 4. Finally, for kL, from

Equation 86 and plugging the solution to
dz1
dp2

,

dkL
dp2

=
Xλ

Xk

[
(E2 +D2)

C2

+ eλz2
E2

C3

+
(E3 +D3)

C3

](
1− a2

a1

)
− · · ·

Xλ

Xk

(
eλ(z2+z3)

XkE2

XHλ
+ eλz3

XkE3

XHλ
+

1

wcXH

)
a2
a1
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where

a1 ≡ 1 + eλz1
C1

C2

+ eλ(z1+z2)
C1

C3

+ e−λZ4
C1wc

Aϕλ2
+ eλ(z1+z2+z3)

XkC1

XHλ

and

a2 ≡ 1 + eλz1
C1

C2

+ eλ(z1+z2)
C1

C3

+ e−λZ4
C1wc

Aϕλ2

so
dkL
dp2

also has an undetermined sign.

I am ready to show that
L∑
l=1

dzl
dp2

> 0. The proof uses expressions for dzl
dp2
,∀l > 1, as

functions of only dz1
dp2

. I can express Equation 82 as

dz4
dp2

=
C1wc

Aϕλ2
dz1
dp2

+
Xk

Xλ

(
eλ(z1+z2+z3)

C1

H

dz1
dp2

− eλ(z2+z3)
E2

H
− eλz3

E3

H
− λ

wcXkH

)
(88)

Using Equations 83, 84, and 88 and grouping alike terms as well as substituting for

Equation 87,
L∑
l=1

dzl
dp2

=

(
a3
a1

− 1

)
b1 > 0

because a1 < a3 where

a3 ≡ 1 + eλz1
C1

C2

+ eλ(z1+z2)
C1

C3

+
C1wc

Aϕλ2
+ eλ(z1+z2+z3)

XkC1

XHλ

and

b1 ≡
(E2 +D2)

C2

+ eλz2
E2

C3

+
(E3 +D3)

C3

+ eλ(z2+z3)
XkE2

XHλ
+ eλz3

XkE3

XHλ
+

1

wcXH

Moreover, since
dz1
dp2

= b1
a1
, then,

L∑
l=1

dzl
dp2

=
C1wc

Aϕλ2
(
1− e−λZ4

) dz1
dp2

> 0

Now the proof for L = 2. The system of first-order conditions is:

exp(−λz2) =
wc

ϕA
(
1 +BkβL

L

)
λ
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λP1 + P σ1
1 (w(cz1 + 1))−σ1 wc− ϕAλ = 0exp(λz1)P

σ1
1 (w(cz1 + 1))−σ1 wc− wc(

1 +BkβL

L

)
 βLBk

βL−1
L

λ
= pL

Note that the first two equations are the same as for L = 4 and the last equation

is analogous. Accordingly, differentiating with respect to p2 delivers, and in compact

form, (i.e., written analogously to the L = 4 case, expressed as function of Cl and Dl),

C1
dz1
dp2

=
Aλ

wc

dϕ

dp2
(89)

λ
dz2
dp2

=
1

ϕ

dϕ

dp2
+
Xk

X

dkL
dp2

eλz1C1
dz1
dp2

+

(
Xk

X2
+

λ

wc

pL
XkkL

(βL − 1)

)
dkL
dp2

=
λ

wcXk

I will write the above equation simply as,

eλz1C1
dz1
dp2

−H
dkL
dp2

=
λ

wcXk

and the constraint,

− q

Aλ

Xk

X2

dkL
dp2

= eλz1
dz1
dp2

+ e−λz2
dz2
dp2

Following the same steps as for L = 4, I obtain,

dz1
dp2

=
1

wcXH

1(
1 + e−λZ2 1

ϕ
wcC1

Aλ2 + eλz1 C1

H
Xk

Xλ

) > 0

and

dz2
dp2

=
1

wcXH

−1 +
(
1− e−λZ2

)
1
ϕ
wcC1

Aλ2(
1 + e−λZ2 1

ϕ
wcC1

Aλ2 + eλz1 C1

H
Xk

Xλ

)
Note that

dz1
dp2

> 0 implies by Equation 89 that
dϕ

dp2
: marginal costs are decreasing in

p2.

Moreover, similarly to the L = 4 case, using the relationships implied by the pro-
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duction function, one can obtain,

−Xk

Xλ

dkL
dp2

=

(
1 + e−λZ2

1

ϕ

wcC1

Aλ2

)
dz1
dp2

< 0

This equation shows that knowledge at the lower layer and IT capital are substitutes,

as suggested by the intuition in the main text on the knowledge trade-off, involving

Equation 23. Moreover, rewriting the last equation as
dz1
dp2

= −1(
1+e−λZ2 1

ϕ
wcC1
Aλ2

) Xk

Xλ
dkL
dp2

, I

obtain, after some manipulations,

dz2
dp2

=
Xk

Xλ

 e−λZ2(
1 + e−λZ2 1

ϕ
wcC1

Aλ2

)
 dkL
dp2

< 0

Overall, IT capital induces reallocation of knowledge across layers: there is a de-

crease in production knowledge, whereas CEO knowledge increases. Note that while
dz1
dp2

moves in opposite direction to IT capital, dz2
dp2

moves in the same direction. Put

differently, the increase in IT capital use as a consequence of its price decline, makes

low layer wages decline and CEO knowledge increase.

I conclude with the response of total knowledge to the price decline,
L∑
l=1

dzl
dp2

, which

implies following similar steps to the above case, L = 4:

2∑
l=1

dzl
dp2

=
1

wcXH

[
1− e−λZ2

]
1
ϕ
wcC1

Aλ2

1 + e−λZ2 1
ϕ
wcC1

Aλ2 + eλz1 C1

H
Xk

Xλ

> 0

which shows that total knowledge falls as a consequence of reorganization responses to

IT price declines. What is the intuition for what happens to total knowledge? Summing
dz1
dp2

and dz2
dp2

, as functions of dkL
dp2

,

2∑
l=1

dzl
dp2

=

 −1(
1 + e−λZ2 1

ϕ
wcC1

Aλ2

) +
e−λZ2(

1 + e−λZ2 1
ϕ
wcC1

Aλ2

)
 Xk

Xλ

dkL
dp2

=

which shows that the knowledge decline at the bottom is larger (in absolute value) than
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the CEO knowledge increase, and total knowledge decreases:

=
e−λZ2 − 1

1 + e−λZ2 1
ϕ
wcC1

Aλ2

Xk

Xλ

dkL
dp2

> 0

B.2.5 Proof of Proposition 4

An analogous process to that for Proposition 3, together with the first-order condi-

tion associated with q, yields the results in the main text. Defining q ≡ q̄, output

before p2 changes and q ≡ q∗ optimal output after p2 changes, the combination of both

propositions delivers Equation in the main text:

1

F (ZL)

dF (ZL)

dp2

∣∣∣
q=q̄

=
1

F (ZL)

dF (ZL)

dp2

∣∣∣
q=q∗

− ρ

MCL

dMCL

dp2

∣∣∣
q=q∗

(90)

where Ψ ≡ exp(−λZL)

[
C1wc
Aϕλ

+eλZ3
XkC1
XH

+λ
(
1+eλz1

C1
C2

+eλ(z1+z2)
C1
C3

)
eλZ3

XkC1
XH

+λ
(
1+eλz1

C1
C2

+eλ(z1+z2)
C1
C3

)
+e−λZL

C1wc
Aϕλ

]
.

B.3. A Brief Introduction to Capital-Labor Elasticity Defini-

tions

The elasticity of substitution was originally introduced by Hicks (1932) for the purpose

of analyzing changes in the income shares of labor and capital. Hicks’s key insight was

that the effect of changes in the capital-labor ratio on the distribution of income, for a

given output, can be completely characterized by a scalar measure of curvature of the

isoquant. This measure is the two-variable elasticity of substitution.

To extend the Hicksian elasticity concept to multiple production inputs in some set

I, there are different schools of thought on the appropriate elasticity. The simplest

measure is the direct elasticity of substitution, which assumes that the other factors’

quantities in the production function are fixed. Another measure, probably the most

popular one, is the Allen (partial) elasticity of substitution (AES),

σA
ij ≡ −C(p, y)

dlogxi

dlogpj

xixj
(91)
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where C(p, y) is the unit cost function given output y and input-price vector p, with pi

for input i, and xi is the conditional “input i” demand. A drawback of this measure

is that it does not have a straightforward interpretation, except in its relation to the

input demand elasticities. A third measure is the Morishima elasticity of substitution

(ME),

MEij = σM
ij ≡ −

dlog
(

xj

xi

)
dlog

(
pj
pi

) (92)

Blackorby and Russell (1989) argue this is the “most sensible generalization of the Hicks

elasticity of substitution because: (i) it is a measure of ease of substitution, (ii) is a

sufficient statistic for assessing, quantitatively as well as qualitatively, the effects of

changes in price ratios on relative factor shares, and (iii) is a logarithmic derivative of a

quantity ratio with respect to a price ratio”; this latter interpretation of an elasticity of

substitution was originally proposed by Robinson (1933) for production functions with

two inputs, and the ME is the multiple input equivalent. The ME fixes output, but all

inputs are allowed to adjust. Importantly, in its simplest form, requires that only the

j-th price, in the ratio pj/pi, varies.
35 This implies the ME is naturally not symmetric,

σij ̸= σji.

In the case of two factors, the AES and ME coincide. In particular, for a two factor

CES production function, AES = ME = σ, where σ is the CES parameter. On the

other hand, for multiple inputs, the AES and ME are, in general, different and have

properties as described above. εIT,n1 in the main text is closely related to the ME,

except unlike in the latter, changes to one input price (IT), affects all other prices

(wages).

C. Quantitative Appendix

C.1. Quantitative Implementation

For each parameter vector guess, I find the equilibrium using a procedure similar to

the inner-loop in the algorithm in Burstein and Vogel (2017): (1) Guess aggregates

(P , M , R), (2) solve firms’ profit maximization given L, which contains six, nine and

35More generally, the ME can also be defined for price changes in noncoordinate directions using
directional derivatives, as Blackorby and Russell (1981) show, which is helpful in terms of having a
mapping between the ME for any other production function and my results.
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twelve choice variables for L = 2, 3, 4 respectively, and choose the L that maximizes

profits, and (3) obtain the implied aggregates using the results in step (2) and compare

them to their values in step (1); if they are closer than a standard tolerance measure

in percentage terms across the subsequent iterations, equilibrium has been found, and

otherwise, use the values obtained at the last iteration as initial guess and repeat the

sequence.

While the code is written in MATLAB, I use the solver KNITRO, which is reliable

and an order of magnitude faster than Matlab’s Optimization Toolbox. To improve

the performance of the solver, I supply analytical first derivatives, which are coded

automatically using MATLAB’s Symbolic Toolbox. Furthermore the code is executed

in parallel.

C.2. Calibration and Data Map

C.2.1 IT and non-IT Prices To measure the current cost values of different types

of assets, Eden and Gaggl (2018) aggregate BEA’s industry-level estimates from the

BEA detailed fixed asset accounts. Broadly, there are three types of capital: residential

assets, consumer durables and nonresidential assets. Within both the nonresidential

and consumer durables categories, there are IT and non-IT assets.

Their definition of IT is the following. Within nonresidential assets, software (classi-

fication codes starting with RD2 and RD4) and equipment related to computers (codes

starting with EP and EN). Within consumer durables, PCs and peripherals (1RGPC);

software and accessories (1RGCS); calculators, typewriters, other information equip-

ment (1RGCA); telephone and fax machines (1OD50). Non-IT are the complemen-

tary categories. The aggregation in Eden and Gaggl (2018) produces capital measures

that are similar to those in the Groningen Growth and Development Centre, the EU

KLEMS Growth and Productivity Accounts, and the Conference Board’s Total Econ-

omy Database. TO calibrated changes in pl for l = 1, 2, I use rental rates from their

Figure 3B. For p1, prices are flat. For p2, to avoid measurement error, I use the average

of the 10 years before 1980 as initial price and year 2013 (their last observation) as the

final price; this delivers a conservative estimate of -2/3 for the price change relative to

the initial price. Note this definition of IT differs from that in Koh, Santaeulàlia-Llopis,

and Zheng (2018) for intellectual property products (IPP). For IPP, prices are similar

to the non-IT prices, that is, constant.
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C.2.2 Mapping of Occupations to Hierarchy Layers The mapping of occu-

pations to layers follows Caliendo, Monte, and Rossi-Hansberg (2015) and allows an

empirical mapping from the theory in this paper to the data, focusing on 2 ≤ L ≤ 4.

They separate workers according to their hierarchical level in the organization, that is,

on the basis of the number of layers of subordinates that employees have below them.

In their French manufacturing data, the occupational classification is named PCS-ESE

and includes five occupational categories as presented in Table XII. Throughout the

paper, they merge classes 5 and 6, since the distribution of wages of workers in these

two classes is remarkably similar, indicating similar levels of knowledge.
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TABLE XII: MAP FROM OCCUPATIONAL DATA TO THEORY

Task-based Category Knowledge-based Category

U.S. Occupational

Category Description

(used in task-based approach)

French Occupational

Category Description

(used in knowledge-based approach)

Nonroutine cognitive Layer 3 Managerial, professional, and technical occupations

3. Senior staff or top management positions,

which includes chief financial officers,

heads of human resources,

and logistics and purchasing managers

Nonroutine manual Layer 2 Service occupations

4. Employees at the supervisor level,

which includes quality control technicians,

technical, accounting, and sales supervisors.

Routine cognitive Layer 1 Sales, clerical, administrative occupations

5. Qualified and nonqualified clerical employees,

secretaries, human resources or accounting employees,

telephone operators, and sales employees.

Routine manual Layer 1 Production, craft, repair, operative occupations

6. Blue-collar qualified and nonqualified workers,

welders, assemblers, machine operators, and

maintenance workers.

Notes. For the knowledge-based labor categories I follow the layer to occupations mapping in Caliendo, Monte and Rossi-Hansberg (2015) for French data. For the

task-based labor categories, I borrow the information reported by Gaggl and Wright (2017), who in turn use the classification from Acemoglu and Autor (2011). The

descriptions for the task-based and the knowledge-based labor categories are remarkably close.
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C.2.3 Mapping of Evidence in Gaggl and Wright (2017) to this Theory

GW study a policy experiment in the UK in which small firms (those with fewer than

50 employees) were granted a 100% first year tax allowance on IT investments. They

identify the effect of the policy on firm and worker outcomes using a regression disconti-

nuity (RD) design around the policy threshold. For the worker results, they use the UK

Annual Survey of Household Earnings (ASHE), an annual representative 1% sample of

workers from National Insurance records for the working population, which contains

information on earnings and hours worked as well as occupation of UK workers. The

survey also includes the number of employees associated with each worker’s firm, which

allows to implement the RD design.

To map their worker-level results, which use a task-based labor classification, to the

labor types in this knowledge-based theory, I use occupational classification descrip-

tions. As shown on Table XII in Appendix Section C.2.2, their routine vs nonroutine

labor classification, which they borrow from Acemoglu and Autor (2011), is remarkably

close to that in Caliendo, Monte, and Rossi-Hansberg (2015) for layers. I map routine

labor (using the reported employment weights) to layer 1, nonroutine manual to layer

2, nonroutine cognitive to layer 3. Bundling the two routine labor types into layer 1 is

the result of the Caliendo, Monte, and Rossi-Hansberg (2015) mapping for France but

my reported results are not a consequence of this aggregation. Both routine labor cat-

egories independently deliver results consistent with the model. Whenever firm shares

are needed, I use values for treated firms from Table 1 of descriptive statistics. One

caveat is that GW do not report results for owner’s/CEO, so I assume them in layer

3 together with the top management positions, and do not report results for CEOs

specifically.

Wages by layer come from GW, Table 4. The next two moments in Table II are

ratios of layer to firm-level variables. I construct them with estimates (in levels) from

Table 4, by first converting the layer-level treatment effects to percentages to which I

subtract the firm total. For a variable xl, I compute
τxl
xl
, where τxl

is the estimated

treatment effect from the RD, reported in levels, and xl is the average value for the

variable for treated firms, from Table 1. For the share of layer l workers hours in total

firm hours, I calculate
τxl
xl

− τx
x
, where τx

x
≡
∑L

l=1

τxl
xl

xl∑L
l=1 xl

, and xl = tlvl, with tl and vl

respectively denoting hours per worker and number of workers at layer l. With these

definitions, total hours in a layer satisfies nl = tlvl both in the model and the data. I

proceed analogously for the third row in Table II, the wage bill share of layer l in the
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firm wage bill, defining instead xl = wlnl with
τx
x
adjusted accordingly.

Firm-level RD effects for investment by capital type are obtained using the Quarterly

Capital Expenditure Survey (QCES), from the UK Office of National Statistics, which

provides IT and other types of capital spending. I construct the change in the IT

capital-labor ratio as the difference in the growth rate of IT capital (investment) and

total worker hours. For the former, I use software and hardware policy results (Table

2) and aggregate them using their shares in investment (Table 1) for treated firms. For

total worker hours, I construct τx
x
, using the aforementioned methodology and results

for xl = tlnl. Finally, for the response of total knowledge, I compute
∑3

l=1 τwl
using

GW, Table 4, which ignores the CEO layer since they do not report results for this

layer specifically, and hence the change in ZL underestimates the true change.

C.3. Decomposition of IT Capital-to-Production-Labor Elastic-

ity.

A quantitative decomposition, focusing only on optimal knowledge decisions, highlights

the specific organizational channels that determine the results for εk2,n1 in Figure IV.

Mathematically, I can approximate36 εk2,n1 for L = 2:

εk2,n1|L=2 ≈
W1(σ1)

∂z1
∂ log(p2)

+OL
1 (λ, βL)

∂z1
∂ log(p2)

+OL(λ, βL)
∂z2

∂ log(p2)

1− εw1,p2

(93)

whereas for L = 3, 4:

εk2,n1|L=3,4 =
W1(σ1)

∂z1
∂ log(p2)

+OL
1 (λ, 1)

∂z1
∂ log(p2)

+W2(σ2)
∂z2

∂ log(p2)

1− εw1,p2

(94)

36The elasticity expression for L = 2 is an approximation. Instead of using the actual factor demand

given by k2 =
[

exp(−λz1)
AB[1−exp(−λZL)]q −

1
B

]1/βL

, I use expression k2 =
[

exp(−λz1)
AB[1−exp(−λZL)]q

]1/βL

. In my

calibration, the omitted term 1/B is close to zero at 0.2.
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where

W1(σ1)
∂z1

∂ log(p2)
≡ −σ1

[
∂w1

∂ log(p2)
− ∂ log(P1)

∂ log(p2)

]
< 0

W2(σ2)
∂z2

∂ log(p2)
≡ σ2

[
1− ∂ log(P2)

∂ log(p2)

]
OL

1 (λ, βL) ≡
(
1 +

1− βL
(exp (λZ2)− 1)

)
λ

βL
> 0

OL(λ, βL) ≡
(1− βL)

(exp (λZ2)− 1)

λ

βL
> 0

The intuition of Equations 93 and 94 are best understood by looking at the denominator

and the numerator separately. The denominator is 1 − εw1,p2 , and is close to one for

all L by Table III in Section III.C in the main text. Hence, the heterogeneity in εk2,n1

comes almost exclusively from the numerator of those equations, to which I turn next.

There are two types of terms in the numerator of Equations 93 and 94: (i) related

to within layer l substitution, denoted by Wl, and (ii) related to organizational choices

in layer l, denoted by Ol. In those equations, the first term, W1(σ1), is common to

all organizations, as it is the within-layer 1 capital-labor substitution. It is always

negative because, absent knowledge reorganization ( ∂z1
∂ log(p2)

), it is the standard factor

substitution effect: increased n1 as w1 falls with intensity governed by σ1. The second

term captures the knowledge reorganization effects of z1 and O
L
1 (λ, βL), which depends

on λ, and the problem CDF, F (.).

Across Equations 93 and 94 the third term is different, but is always connected

to changes in z2. More specifically, this third term is (i) for L = 2, OL(λ, βL), and,

analogously to OL
1 , captures cross-layer reorganization effects and it depends on λ and

βL; instead (ii) for L > 2, the function W2(σ2) captures within-layer substitution and

depends on σ2, the within-layer 2 capital-labor elasticity.37

Table XIII shows the percent contribution of each term in the numerator of Equa-

tions 93 and 94, across organizations for the median α. The decomposition shows that

OL
1 (.)

∂z1
∂ log(p2)

always plays the largest quantitative role across all organizations. The

IT capital-to-production-labor elasticity is quantitatively determined by the endoge-

nous response of z1 to p2 together with λ, not by the standard parameters governing

substitution, σl. Hence, this indirect substitution mechanism would not be a relevant

37Contrary to W1 it cannot be signed a priori because in layer 2, both p2 and w2 change, and W2

depends on both.

100



implication of the theory if empirically we found the opposite (i.e., if ∂z1
∂ log(p2)

< 0). As

I showed when reviewing empirical literature on the IT effects in Section III.B, there

is ample evidence supporting that production-worker wages decline with IT adoption,

suggesting the indirect IT capital-to-production-labor substitution is at work.

TABLE XIII: DECOMPOSITION OF THE NUMERATOR OF EQUATIONS 93-94.

Organization

L = 2 L = 3 L = 4

W1(σ1)
∂z1

∂ log(p2)
-1 -2 -2

OL
1 (λ, βL)

∂z1
∂ log(p2)

101 97 97

OL(λ, βL)
∂z2

∂ log(p2)
0 – –

W2(σ2)
∂z2

∂ log(p2)
– 4 5

Notes. The table decomposes the numerator in Equations 93 and 94 into each of the components. Results for

the median α given L using the calibration in Section IV with only IT price changing between 1980 and 2015.

Values in percentages relative to total, rounded to the nearest integer.
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