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1 Introduction

Financial asset holdings by nonfinancial firms almost doubled over the past 40 years. More than

cash, these firms hold a large pool of financial assets, such as corporate and government bonds,

equity and asset and mortgage-backed securities, among others. The case of Apple is one of the

most striking ones. For example, a recent article published in the Wall Street Journal on August

23, 2018, entitled “Apple is a Hedge Fund That Makes Phones" states the following:

When you buy a share of Apple stock, you do not simply buy into a $1 trillion technology

company. You also buy a share of one of the world’s largest investment companies: Brae-

burn Capital, a wholly owned subsidiary of Apple. Braeburn manages a $244 billion finan-

cial portfolio—70% of Apple’s total book assets. Apple acts like a hedge fund by supporting

this portfolio with $115 billion of debt.

Out of this $244 billion portfolio of financial assets, $153 billion was invested in corporate bonds

making Apple a net lender. Data from the U.S. flow of funds for nonfinancial corporate busi-

nesses shows that Apple is not a unique case. Total financial assets held by these corporations

at the end of 2017 amounted to more than $21 trillion. Of these financial assets, more than 40%

were risky assets.1 Figure 1 presents the evolution of the share of risky financial asset holdings

by U.S. nonfinancial corporate businesses between 1980 and 2017. Beginning in 1990, risky se-

curities grew from representing 28% of financial assets to more than 40% at the end of 2017.

Corporate bonds, in particular, represented more than 60% of total risky asset holdings by U.S.

publicly listed firms by the end of 2017.

Having documented the large pool of financial assets held by firms, the goal of the paper

is to understand whether, and how, the inclusion of diverse savings instruments with different

levels of risk affects firms’ investment decisions and their response to aggregate shocks. More

1I follow the Federal Reserve’s classification of securities as money-like and nonmoney-like. Securities deemed
money-like by the Federal reserve are seen as a store of value, and so I classify them as safe assets. These securities
include cash, cash equivalents, deposits, money-market funds, commercial paper, and US treasuries. I consider
the nonmoney-like as risky assets, including government bonds excluding treasuries, corporate bonds, equity,
mortgage-backed securities, and investment fund shares.
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Figure 1: US nonfinancial corporate business risky assets holdings as a percentage of total financial assets. From the end of the 1980s to 2017,
the share of risky assets increased from 26% to more than 40%. Source: Flow of Funds, Board of Governors of the Federal Reserve System.

concretely, I assess three different questions: (1) What explains the observed increase in the

share of risky asset holdings by nonfinancial firms, and how does it shape their investment

decisions? (2) How does the savings portfolio affect the propagation of aggregate shocks, more

particularly productivity and financial shocks? (3) Can policy influence firms’ savings portfolio,

and is it optimal to implement such policies?

To answer these questions, I outline a business-cycle model in which heterogeneous firms

can invest in productive capital, issue debt, and save in a risk-free asset and/or in corporate

bonds, which are risky and have an unknown return.

First, I argue that the observed decrease in the real interest rate since the 1980s can fully ac-

count for the increase in the share of risky asset holdings by nonfinancial corporate businesses.

An exogenous decrease in the real interest rate shifts the firm distribution to the right, implying

larger firms and a lower percentage of defaulted debt. This generates an endogenous increase in

the excess return on corporate bonds in the model, consistent with that observed in the data.2

2Excess return is defined as the difference between the realized return on corporate bonds and the risk-free
rate.
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In turn, the increase in risky asset’s excess causes firms to alter the composition of their savings

portfolio towards accumulating more risky assets.

Second, I show that the riskiness of nonfinancial firms’ savings portfolio, measured as the

share of risky assets held, can explain heterogeneous cross-sectional firms’ investment responses

to aggregate shocks, with important implications for aggregate dynamics. In response to an ag-

gregate shock that generates an investment decrease of the same order of magnitude as in the

Great Recession, the savings portfolio can amplify the investment decrease by up to 50% when

compared with a canonical heterogeneous firms model, with only cash savings. Firms holding

corporate bonds create financial linkages between them, which causes the shocks to propagate

from defaulting borrowers to lenders. Some of the lenders end up postponing investment de-

cisions, downsizing, or even defaulting, which explains the larger decrease in investment.3 For

small shocks, which do not trigger a sharp increase in default rates, the return on risky assets is

still above the risk-free rate. In this situation, the higher return on the riskier portfolio of sav-

ings allows firms to better absorb the shock, and aggregate investment to decrease by less in

comparison to a scenario where firms only hold risk-free assets.

Third, I assess some policy implications. I illustrate that imposing on nonfinancial firms

some of the regulations in place for the financial sector — such as capital requirements or

counter-cyclical buffers — would have limited effects on aggregate outcomes. Meanwhile, a

policy that limits the losses during recessions, similar to the Secondary Market Corporate Credit

Facility program announced by the FED during the COVID pandemic, would be the most effec-

tive in limiting the propagation of large aggregate shocks from defaulting borrowers to lending

firms, thereby minimizing the aggregate investment decrease.

Having laid out the overview of the paper, I next describe the steps undertaken for the em-

pirical and quantitative analysis in detail. The paper starts by presenting some empirically styl-

ized facts on the evolution of the nonfinancial firms’ savings portfolio, its composition across

the distribution of firms, and how it may affect firms’ investment. I highlight that since the

3I abstract from potential propagation from lenders to borrowers, which could happen in the form of demand
shortfalls in stress periods, leading to decreases in prices and increases in the cost of debt.
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beginning of the 1990s, the rise of risky asset holdings has accounted for 70% of the observed

increase in firms’ financial assets. I then proceed by showing larger firms own the majority of

these risky assets. Whereas small firms, on average, have larger savings-to-assets ratios, they

accumulate mainly cash or near cash, risk-free securities. As firms grow, the share of savings to

total assets decreases and firms move towards a riskier portfolio. Corporate bonds, on average,

represent more than 50% of the risky assets held by these firms. Analyzing the Great Recession

period, I find that firms with a higher share of risky savings lowered investment, on average,

twice as much than firms with a less risky portfolio. I also find that investment by firms holding

more corporate bonds is more responsive to aggregate volatility, with the effects being persis-

tent up to three years after.

I proceed by developing a business-cycle heterogeneous firms model that formally illus-

trates and quantifies the role of savings portfolio in explaining firms’ responses to aggregate

shocks. The model main features are as follows: (1) firms experience sequentially an idiosyn-

cratic and an aggregate productivity shock and whereas they can reoptimize the asset portfolio

before and after the idiosyncratic shock, they can only adjust the amount of outstanding debt

before the idiosyncratic shock. This is based on evidence by Xiao (2018) that firms adjust the

asset side more frequently than the liability side of the balance sheet and (2) firms can invest in

risky productive capital, subject to convex adjustment costs with partial irreversibility, or save

in a risk-free and/or risky asset (corporate bond).

Corporate bonds are considered risky due to the presence of unsecured default risk. After

observing the aggregate productivity shock, firms that fail to pay back the outstanding debt

and/or the fixed cost of production default. Three other assumptions are crucial in generating

the riskiness associated with the corporate lending process: (1) Lenders do not observe the

idiosyncratic state of the borrower. This is consistent with the literature on theories of financial

intermediation, firms are less efficient than banks in screening and monitoring borrowers;4 (2)

4Several reasons have been given by the literature: banks have access to inside information while markets only
have access to publicly available information; banks have economies of scale in the screening and monitoring
process; banks have better incentives to invest in screening and monitoring technology. For more details see for
example Diamond (1984), Fama (1985), Boot et al. (2010), De Fiore and Uhlig (2011) and Gande and Saunders
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Corporate bonds are not backed by collateral. This is in line with the findings by Rauh and Sufi

(2010), who show that one of the major differences between corporate bonds and bank loans is

that the latter is typically backed by collateral whereas the former is not; (3) Bankruptcy costs

in case of default, such that lenders can only recover a share of the defaulting firm’s remaining

value.

I then use the outlined model to rationalize the empirical savings distribution. There are two

main determinants of the portfolio composition: Size and real frictions. In terms of size, small

firms save in risk-free assets mainly due to precautionary motives to diminish the probability

of default. As firms grow, the probability of default goes down, and firms – looking to maximize

return on savings – increase the share of risky asset holdings. Firms, not yet at the optimal

amount of capital, save to finance future investment opportunities. Meanwhile, firms at the

top of the distribution save to guarantee they will never become constrained again. In terms of

real frictions, partial irreversibility of capital generates inaction regions, which causes firms not

to invest in productive capital in some periods. When a firm finds itself in an inaction region,

it will invest in risky assets to maximize the returns on savings to finance future investment

opportunities.

The savings portfolio affects firms’ sensitivity to aggregate shocks. When the return on risky

assets falls below the risk-free rate, firms more exposed to risky securities lower their investment

by more compared with similar firms holding mainly risk-free securities. This effect is amplified

in periods when the risky asset return becomes negative and firms lose part of their savings. In

this scenario, more exposed firms may end up defaulting as well.

With the mechanisms that explain the distribution of savings and its micro implications in

hand, I proceed to analyze the aggregate effects. I first explore the determinants of the increase

in risky asset holdings over the past three decades. I find that the decrease in the real interest

rate fully explains the observed increase. This decrease in the interest rate causes the firm size

distribution to shift to the right, with firms becoming on average larger and growing faster as

(2012).
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a consequence of the lower cost of debt. Because larger firms are, on average, more willing to

hold high-risk high-yield securities, the shift of the size distribution directly accounts for 13% of

the increase. The remaining 87% is explained by an increase in the risky asset excess return. As

firms become larger, the percentage of defaulted debt decreases, which explains the increase in

the excess return.

I proceed by assessing the quantitative importance of the identified mechanisms in re-

sponse to a negative productivity and financial shock. When the shock happens, the default

rate rises, in turn decreasing the return on corporate bonds. This causes more exposed firms

to lower their investment by more than that of the firms holding risk-free securities only. Some

of the more exposed firms end up defaulting as well. Both margins contribute to a decrease in

investment that is 50% larger compared with the results of a model with no risky asset holdings.

When considering small shocks that do not cause the return on corporate bonds to decline be-

low the risk-free rate, the opposite happens. In this case, firms have a higher return on their

savings, which allows them to better absorb the negative shocks without defaulting or causing

investment to drop.

To validate the model mechanism, I use the web-scraped data on corporate bond holdings

by publicly listed. I find empirically that, in accordance with the model mechanism, firms with

more corporate bond holdings are more exposed to aggregate volatility than firms with more

cash holdings. In addition, I find that following debt issuances which increase the leverage of

the firm, a larger fraction of savings is allocated in cash, providing support to the precautionary

channel. On the contrary, increases in sales, which decrease the riskiness of the firm, lead to

a larger fraction of savings invested in corporate bond. Empirical evidence also suggests de-

creases in the real interest rate are associated with an increase in the riskiness of the savings

portfolio.

I conclude the paper by analyzing some policy implications. I start by testing the implemen-

tation of a policy that limits losses on risky assets during recessions, similar to the Secondary

Market Corporate Credit Facility program introduced by the Fed during the COVID pandemic.
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This policy minimizes the costs of risky savings during large recessions by limiting the propa-

gation from defaulting borrowers to lending firms. I also test the implications of applying some

of the existing financial sector regulations to nonfinancial firms. I focus on the policies that

relate more closely to the portfolio of assets’ riskiness, such as capital requirements weighted

by the asset’s risk and counter-cyclical buffers. I illustrate that the impacts of adopting such

measures would be limited. Because the majority of the regulations would only be binding for

large firms that can sustain big losses without defaulting or lowering investment, the aggregate

effects would be limited.

Related Literature: This paper contributes to several branches of the literature. First, it

relates to the literature that builds upon Hopenhayn (1992) to develop theories of the business-

cycle and firm dynamics. Papers such as Khan and Thomas (2008), Jermann and Quadrini

(2012), Khan and Thomas (2013), Clementi and Palazzo (2016), and Carvalho and Grassi (2019)

look into how firm-level dynamics propagate through the aggregate economy. My paper pro-

poses an additional channel, via the propagation from borrowers to nonfinancial lending firms,

that helps explain how firm dynamics amplify aggregate shocks.

This paper also fits the growing literature exploring how firms’ balance sheets affect their de-

cisions and help propagate shocks. On the liabilities side, papers such as Crouzet (2017), Buera

and Karmakar (2017) and Begenau and Salomao (2018a) illustrate how firms’ debt composi-

tion (in terms of bonds, loans, equity or debt maturity) may change and be a key determinant

of firms’ behavior during crises and an important factor in the propagation of shocks. Mel-

cangi (2018) and Ottonello and Winberry (2018) also explore the importance of firms’ financial

position in shaping their response to shocks by illustrating how firms’ propensity to hire in re-

sponse to monetary shocks changes according to whether the firms are constrained. On the

asset side, the importance of used capital, liquidity of the firm’s balance sheet, and borrowing-

to-save mechanism have been shown to be important mechanisms in the propagation of shocks

(for more details, see Lanteri (2018), Jeenas (2018), and Xiao (2018)). This paper builds on this

literature and explores the implications of the riskiness of the firms’ savings portfolio for the
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macroeconomy.

Lastly, my paper relates to a vast literature on corporate finance focused on exploring the

firms’ asset-portfolio composition and its evolution through time. A large focus has been on

the key determinants of corporate cash holdings and its increase over time. Papers such as

Almeida et al. (2004), Bates et al. (2009), Riddick and Whited (2009), Nikolov and Whited (2014),

Bigio (2015), Lyandres and Palazzo (2016), Cunha and Pollet (2017), and Gao et al. (2021) argue

some of the main determinants of corporate cash holdings are (1) precautionary motives, (2)

inter-temporal trade-off between taxation on interest on cash holdings and future external fi-

nancing costs, (3) financial constraints, (4) innovation and market competition, (5) investment

opportunities. Other factors contribute to explaining the rapid increase in corporate cash hold-

ings: firm selection, with more R&D-intensive firms with lower initial profits requiring higher

cash ratios when entering the market; and the overall increase in profits accompanied by the

decline in the labor share while dividends are constant (see Begenau and Palazzo (2017) and

Chen et al. (2017) for more details).

Other papers, such as Duchin et al. (2017), Cardella et al. (2015) or Darmouni and Mota

(2020), highlight the fact that not all corporate financial asset holdings are in the form of cash

or near-cash securities. Studies point to low uncertainty about future liquidity needs, a firm

being financially unconstrained, tax incentives, or reaching for yield as some of the major de-

terminants for firms to go from cash to more risky securities with a higher yield. In an environ-

ment where firms endogenously choose their savings portfolio, I contribute to this literature by

exploring both idiosyncratic and aggregate determinants of the composition of firms’ savings

across the firm distribution.

The remainder of the paper is organized as follows: Section 2 introduces some stylized facts

on the distribution of risky asset holdings and its potential effects on investment. In Section 3,

I describe the model. Section 4 presents the calibration strategy and the algorithm to solve the

model. In Section 5, I inspect the mechanisms and discuss the main results. Section 6 presents

some policy implications, and Section 7 concludes.
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2 Stylized Facts

In this Section, I start by exploring the aggregate evolution of the firms’ savings portfolio com-

position over the past 40 years using data from the flow of funds. I then use two datasets to

assess which firms hold the risky assets: Compustat, which has all the publicly listed firms;

and the Quarterly Financial Report (QFR) data from the Census Bureau, which includes small,

not publicly listed firms. I establish that, overall, risky asset holdings as a percentage of total

firms’ assets have been increasing since the early 1980s, and that as firms grow, they tend to

adopt riskier portfolios. Moreover, using data collected from firms’ financial reports on corpo-

rate bond holdings, I find corporate bonds represent more than 50% of risky assets held by these

firms. I then proceed by empirically exploring some of the potential effects of holding risky se-

curities. Using both Compustat and collected data on corporate bond holdings by nonfinancial

firms, I find a positive correlation between the share of risky assets and the drop in investment

during the Great Recession, as well as with firms’ investment response to aggregate volatility.

Aggregates

Before assessing which firms hold risky assets and how the financial-assets portfolio shapes

firms’ responses to shocks, analyzing the evolution of the financial-assets portfolio composition

is important. Using aggregate data from the flow of funds, Figure 1 establishes that the risky

securities weight on firms’ savings portfolio has been increasing over time. The question then

becomes whether this increase translates into a growth in risky savings as a percentage of total

assets. Additionally, is the increase explained by a drop in risk-free securities held or by faster

growth of risky savings?

Figure 2 answers these questions by providing the evolution of risky, risk-free, and total fi-

nancial assets as a percentage of firms’ total assets.5 As the figure shows, total financial asset

holdings by firms almost doubled from 1980 to the end of 2018, going from close to 25% to just

5I consider risky assets to be government bonds excluding treasuries, corporate bonds, equity, mortgage-
backed securities, and investment fund shares. Risk-free assets consist of cash and bank deposits, treasuries, and
commercial paper.
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Figure 2: Data for all nonfinancial corporate business in the US. Black line represents all financial assets; orange line, the risk-free ones; and
blue line, the risky held by these firms as a percentage of their total assets. Dashed lines represent the HP trend. From 1980 to 1990, 90% of the
growth of financial asset holdings was explained by the increase in risk-free asset holdings. Since 1990, 70% of the increase in financial assets is
explained by the growth in risky asset holdings. Source: Flow of Funds, Board of Governors of the Federal Reserve System.

below 50%, a fact that is acknowledged in the literature (see, e.g., Begenau and Palazzo (2017)

and Chen et al. (2017)). Contrary to what most the literature has been assuming, it is not cash

or near-cash risk-free financial assets that account for the majority of this increase. Since the

beginning of the 1990s, risky securities account for 70% of the increase in total financial assets

held by nonfinancial firms.

The first question this paper proposes to answer is, what justifies the evolution of the share

of risky asset holdings by nonfinancial firms? The model in Section 3 rationalizes this increasing

trend with the decrease in the real interest rate. I initially calibrate the model to match the share

of risky asset holdings in the 1980s, using the average real interest rate in the 1980s. Plugging

into the model the average real interest rate over the last five years, the model generates a risk-

premium increase consistent with the one observed in the data, which explains the increase in

firms’ risky asset holdings.
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Figure 3: The left panel shows the average savings to total assets over the 2001-2018 period by bin size for manufacturing firms. The right panel
shows the average share of risky financial assets over the 2001-2018 by bin size for manufacturing firms. The respective size bins are on the
x-axis. Data from Quarterly Financial Report, Census Bureau.

Small vs. Large Firms

After establishing that risky assets held by nonfinancial firms have been increasing both as a

share of firms’ total assets and as a share of financial assets, I proceed by analyzing which firms

hold the risky assets. To do so, I use the survey data Quarterly Financial Report (QFR) conducted

every quarter by the Census Bureau, which, in comparison to Compustat, has the advantage of

including small, non-publicly listed firms. The survey covers four sectors of the US economy:

manufacturing, mining, wholesale, and retail trade. The survey excludes manufacturing firms

with total assets below $250,000 and for the remaining sectors, firms with assets below $50 mil-

lion. For this reason, I consider only the manufacturing sector.6

The QFR has two drawbacks: (1) It is not at the firm level, with data being aggregated into

size bins, which limits my ability to order firms by risky asset holdings, size, or other financial

variables; and (2) the size bins are in nominal terms, which with nominal and real growth will

cause firms to drift from the lower to the highest bins. Because I am interested in the share of

risky asset holdings within bins and not the total amount, this controls for the two potential

problems as the share risky assets is not affected by the number of firms in each size bins.

6The dataset is a stratified random sample. This stratification is done by size. Since 1982, firms with a book
value of assets above $250 million are sampled with certainty. The remaining firms are randomly selected, and
once they are selected, they stay in the survey for eight quarters. So, approximately one eight of the sample is
rotating every quarter. A firm, after being surveyed for eight quarters, if it has assets below $50 million is not
eligible to be surveyed again for the next 10 years. If it has assets between $50 and $250 million, is not eligible for
selection again over the following two years.
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Figure 3 shows the average shares of financial to total assets in the left panel and the per-

centage of risky to financial assets in the right panel. To cover the same sample period as with

the Compustat data in the next Section, I compute the averages over the 2001-2018 period for

the different size bins.7 Notice that despite firms in the lower size bins having more financial

securities as a percentage of total assets, they are also the groups that hold mainly cash or risk-

free, near-cash securities. For the larger size bins, firms tend to hold less financial securities as

a percentage of total assets but have a larger share of risky securities.

Distribution among larger firms

The QFR data, despite the identified problems, illustrates that the majority of risky assets are

held by the larger firms. Therefore, I proceed by using the data for publicly listed firms to illus-

trate the distribution of risky assets among the larger firms. For this purpose, I use Compustat

data from 2001 to 2018. Because no microdata are available on the financial assets constituting

the nonfinancial firms’ portfolios, I consider as a proxy for risky assets Compustat item “long-

term investments" — assets firms intend to hold for more than one year — and for risk-free

assets, the item “cash and cash equivalents" — cash plus assets firms intend to sell within a

year.8

To establish the relation between overall savings and the size of the firm, I use the ratio

between total savings (“cash and cash equivalents" plus “long-term investment") divided by

Compustat item “total assets". To illustrate the riskiness of the savings portfolio, I compute the

share of risk-free savings, measured as “cash and cash equivalents" divided by total savings.

Figure 4 illustrates that smaller firms have, on average, a larger share of their total assets as

savings but hold less than 10% in risky securities. As firms grow, the share of savings shrinks,

but the percentage of risky asset holdings increases. At a given point, firms start accumulating

7The QFR has eight size bins in total: firms with total assets under $5 million, between $5 million and $10
million, from $10 million to less than $25 million, from $25 million to $50 million, above $50 million to less than
$100 million, between $100 million and $250 million, starting at $250 million until $1 billion and above $1 billion.
These are the size bins presented in Figure 3.

8Although these two items are more closely related to the liquidity of the assets, Duchin et al. (2017) establish
that the vast majority of risky assets are equally illiquid.
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Figure 4: The left panel shows the share of savings to total assets on the y-axis and log(total assets) on the x-axis. As firms grow in size, they
decrease their savings rate, but from a certain size onwards, they start accumulating more savings again. The right panel shows the share of
risky savings on the y-axis and log(total assets) on the x-axis. As firms grow in size, they increase their holding of risky assets.

more savings again, continuing to increase the share of risky assets. Both of these facts are in

accordance with the findings from the QFR data, with smaller firms having, on average, more

financial assets, but holding mainly cash or risk-free, near-cash securities, with larger firms

holding riskier portfolios.

Corporate bond holdings

In this Section, I focus on one particular asset among the risky ones - corporate bonds - for two

reasons: (1) By the end of 2017, corporate bonds represented more than 60% of risky assets held

by nonfinancial firms; (2) corporate bonds have a different risk profile than government bonds

other than treasuries, which, according to the Basel III agreement, have a weight of 50% when

measuring the risk weighted ratios of financial institutions, whereas corporate bonds are 100%

weighted.

For these reasons, I collect data on corporate bond holdings by nonfinancial publicly listed

firms in the US in the period spanning from 2009 to 2017.9 These assets are included in the

Compustat item “long-term investments" but are not reported separately.

To collect the data, I wrote a web-scraping code to go through the firms’ yearly financial

reports, publicly available in the Electronic Data Gathering Analysis and Retrieval website, and

9I only have few observations before 2009. Only after 2009, with the implementation of the Statement of Finan-
cial Accounting Standards (SFAS) No. 157, were firms mandated to report the value of the major asset classes in
their balance sheet. Therefore, I abstract from evaluating if the portfolio of assets played a role in the propagation
of the financial crisis. See Appendix ?? for further details on the data-collection procedure.
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extract the market value of corporate bonds held by each firm. I then manually confirm the

extracted values. More details on the code and data can be found in Appendix ??.10

After confirming the extracted values by the code, I end up with 9,151 observations span-

ning from 2009 to 2017, around 12% of total Compustat observations over the same period.

Overall, the firm distribution over total assets, investment, cash holdings, and leverage in my

sample is comparable to that in the Compustat data (see Figures ?? to ?? in Appendix ??). More

importantly, the distribution of corporate bond holdings is similar to that of overall risky assets,

as illustrated in Figure ?? in Appendix ??, with the market value of corporate bond holdings

increasing with the size of the firm.11

Overall, on average, through the 2009-2017 period, this group of firms held corporate bonds

securities that amounted to more than $254 billion at the end of the year, which represents

5% of their total assets, 63.7% of cash, 31.9% of cash and cash equivalents, or 49.12% of total

risky assets. These holdings have been mainly concentrated in the high-tech and health-care

industries, which highlights the importance of controlling for sector fixed effects. More details

on the data on corporate bond holdings can be seen in Tables ?? to ?? in Appendix ??.

In line with Figure 1, I find that in the 2009-2017 period, corporate bond holdings by non-

financial publicly listed firms were also increasing. Figures ?? to ?? in Appendix ?? show that

during this period, corporate bond holdings went from representing 3.6% of total assets in 2009

to 5.3% in 2017, from 40% of cash in 2009 and to 63.5% by 2017 and from 40% of risky assets in

2009 to more than 65% by 2017.

Risky asset holding consequences

After establishing which firms hold the risky assets and that the holdings of this type of security

have been increasing both in value and in the percentage of total assets since the early 1980s, I

proceed to answer the second main question of this paper: What are the consequences of the

10Some of the firms’ corporate bonds holdings are included in pension benefit plans. In this analysis, I exclude
these holdings because they are not part of the firms’ savings to finance the main activity.

11Firms do not report details on which corporate bonds they are holding specifically, only total amounts. How-
ever, the majority of firms state they hold a well-diversified portfolio to avoid being exposed to the idiosyncratic
risk of any specific firm.
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increase in risky asset holdings by nonfinancial firms? Intuitively, one could think of several

reasons why a firm response to a shock could be affected by the financial-assets portfolio. For

example, during the Great Recession, firms with a higher fraction of risky securities could have

sustained larger losses, due to the drop in the value of their financial assets. This decrease in

financial assets’ value may have several negative impacts: (1) reduces the internal financing

available, (2) decreases the value of collateral due to the drop in the assets’ value, and (3) raises

leverage ratios as assets lose value.

I proceed in two steps: (1) I use Compustat data on risky and risk-free asset holdings to as-

sess how firms’ financial-assets portfolio composition affected the investment during the Great

Recession, and (2) assess how firms’ investment sensitivity to aggregate volatility depends on

corporate bond holdings.

Compustat Data

To validate the intuition that firms’ financial portfolio composition affects their response to

shocks, starting with a non-parametric approach and looking for signs of different investment

responses during the Great Recession depending on the share of risky asset holdings is instruc-

tive. In Figure 5, we can see the average percentage change in investment during the Great

Recession by firms with a share of risky assets above 70% (blue line) and below 30% (orange

line). The figure shows that firms with a riskier portfolio of financial assets lower their invest-

ment by more during this period. Firms with a high share of risky asset holdings lower their

investment, on average, by 15.8%, twice as much as firms with a low-risk portfolio of financial

assets.

In Figure ?? in Appendix ??, I present smoothed deviations from investment HP trend during

the financial crisis. I compare two different groups of firms: (1) firms with a share of risky assets

above 70% and below 30%, similar to Figure 5 and (2) firms with a positive share against firms

with zero risky assets. Conclusions are robust across both cases, with trend investment during

the Great Recession reducing considerably more for firms with a higher share of risky assets.
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Figure 5: On the y-axis the average investment % change. Blue and orange line represent the firms with the share of risky assets above 70% and
below 30%, respectively. Firms with a larger share of risky assets, on average, dropped investment by more during the crisis (15.8% and 7.2%
investment drop during the Great Recession for firms with high and low share of risky savings, respectively.)

To formally test how investment response during crises depends on firms’ financial portfo-

lio, I estimate the following difference-in-differences specification:

ln(Inv)i j t = γcr i si st +αr i sk yi j 2008Q2 +βcr i si st ∗ r i sk yi j 2008Q2 +λi +θ j t +ϵi j t , (1)

where crisis is a dummy variable equal to 1 between 2008 and 2010, r i sk yi j 2008Q2 is a dummy

variable equal to 1 if the share of risky assets for firm i in sector j at the end of 2008 Q2, the

quarter before the stock market crash, is higher than a given threshold, and 0 otherwise, and

λi and θ j t are firm and sector-quarter fixed effects. Note the coefficient of interest here is β,

which captures the different response of investment during the Great Recession across the two

groups.

The β coefficient for specification (1) is presented in column (1) of Table 1. I here consider

the dummy r i sk yi j 2007 equal to 1 if a firm holds more than 70% of risky financial securities,

similar to Figure 5. As suggested by the non-parametric approach, β is negative. Firms with a
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high share of risky assets lowered investment by more 7.1 percentage points during the Great

Recession. This result is robust to the inclusion of both sector-crisis dummy fixed effects or the

inclusion of firm control variables, such as log of total assets, log of revenues, log of cash and

cash equivalents and leverage. Both results are presented in columns (2) and (3), respectively,

of Table 1 respectively, together with the coefficient’s sign of each covariate. Larger firms, with

more cash and revenues experience a smaller decrease in investment during the great recession,

while more leverage firms experienced a larger decrease.

(1) (2) (3)

β -0.071*** -0.055*** -0.089***
(0.023) (0.023) (0.027)

Firm FE Yes Yes Yes
Sector-Time FE Yes No Yes
Sector-Crisis dummy No Yes No
Time FE No Yes No
ln(asset )i j t−1 - - (+)
ln(r evenues)i j t−1 - - (+)
ln(cash)i j t−1 - - (+)
lever ag ei j t−1 - - (-)

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 1: β coefficient from specification (1) in the first column. In the second column, I add sector-crisis dummy fixed effects, and in column
(3) I include firm controls as well. Results across all specifications indicate firms with a higher share of risky asset holdings lowered investment
more severely.

Figures ?? to ?? in Appendix ?? present some robustness tests for the threshold values to

split among the two groups of firms. Figure ?? presents the specification (1) β coefficient for

threshold value spanning from 0 to 0.7. Figures ?? and ?? present theβ coefficients for threshold

values spanning from 0 to 0.7 for the specification in columns (2) and (3), respectively. Results

are robust across all specifications and threshold values, with firms with a higher share of risky

assets sustaining larger investment drops during the Great Recession.
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Figure 6: On the y-axis we have the β coefficient from equation (2), and on the x-axis, horizon h. Error bars represent the 95% confidence
interval. Results indicate increases in volatility have a stronger negative effect on firms with a positive amount of corporate bond holdings, up
to three years after.

Web-scraping data

I now proceed to assess if firms’ investment response to shocks also depends on the share of

corporate bonds. Because data are available only from 2009 onwards, I cannot replicate the

same exercise as I did with the Compustat data, to assess how the investment response during

the crisis period depended on the share of corporate bond holdings. Instead, I test how a firm’s

investment response to changes in aggregate volatility depends on the financial-assets portfolio

composition. I adopt a similar strategy to equation (1) and interact dummy variable r i sk yi j t−1

- equal to 1 if the share of risky assets for firm i, in sector j, in year t-1 is above a given thresh-

old - with the yearly volatility of the S&P500 daily returns in year t-1 S&P_volt−1, the volatility

measure used by Bloom et al. (2007), while controlling for firm fixed effects λi and sector fixed

effects θ j :

ln(Inv)i j t+h = γS&P_volt−1 +αr i sk yi j t−1 +βS&P_volt−1 ∗ r i sk yi j t−1 +λi +θ j +ϵi j t . (2)

I equally test for the presence of persistent effects of volatility on firms’ investment depend-
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ing on the riskiness of the savings portfolio by running Jordà (2005) local projections up to hori-

zon h ∈ [0,4]. Results for the zero share of corporate-bond-holdings threshold are presented

in Figure 6 and indicate the existence of a persistent, stronger negative impact of volatility on

investment by firms’ with a positive holding of corporate securities when compared with the

control group. Up to three years after the increase in volatility, the effect is still 10% stronger on

the treatment group than on the control. Results are robust to different thresholds for splitting

the firms into the two groups, as shown in Figures ?? to ?? in Appendix ??.12

3 Model

In this Section, I embed the savings portfolio decision into a business-cycle heterogeneous

firms model. The key agents in the economy are firms facing time-varying idiosyncratic and

aggregate productivity shocks, convex capital adjustment costs, and distortions in the credit

market, which will generate riskiness for lenders. Firms can decide between investing in pro-

ductive capital and saving in a risk-free and/or risky asset (lend to other firms). The distortions

in the credit market will cause the returns on loans to depend on the distribution of firms —

more specifically, on the defaulted debt — driven by aggregate productivity shocks.

I then use this model to: (1) explore the mechanisms that generate the empirically observed

distribution of portfolio composition across firms and its impact on investment decisions, (2)

explain the determinants of the aggregate increases in risky asset holdings since the beginning

of the 1990s, and (3) explain the aggregate consequences of nonfinancial firms saving in risky

assets.

12The control group here differs from the one in the previous exercise. Whereas the control group previously
had no risky savings, here I control for firms that have no corporate bond holdings, which does not mean they
cannot have other forms of risky savings. The fact that results still go through is either a reflex that corporate
bonds represent, on average, 50% of risky assets, or that they indeed have a different risk profile that more strongly
affects firms’ investment decisions.
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Figure 7: Firms timing in the model

Timing

Following evidence by Xiao (2018) that firms adjust the asset side of the balance sheet more

often than the liabilities side, I adopt Xiao’s assumption that firms can adjust their portfolio of

assets both midway through and at the end of the period, whereas they can only adjust debt at

the end of the period.13

Figure 7 summarizes the timing of the model within a period. At the beginning of each

period, firms’ idiosyncratic productivity ϵ is realized. Following this realization, but before ob-

serving the aggregate productivity z and return on risky savings r r , firms can reoptimize the

asset side: capital (k̂), risk-free assets (âr f
f ), and risky assets in the form of loans to other com-

panies (âr
f ).14 Firms reoptimize the asset side to maximize the expected discounted value given

the amount of debt (b) in place and the just observed idiosyncratic productivity. If firms choose

to re-optimize capital, they are subject to convex adjustment costs.

Following this intra-period adjustment, firms observe aggregate productivity z and decide

to produce using the reoptimized amount of capital k̂ or default, which occurs if the net worth

of the firms is below 0, in other words, if firms do not have liquidity to pay back debt and/or

the fixed cost of production default happens. The return on the risk asset (r r ) and firms’ default

are determined at the same time because r r is a function of the defaulted debt and the firms’

default decision is a function of its cash flow and consequently of the realized return on its

savings.

After default takes place, exogenous exit occurs.15 With probability η, a firm will leave the

13This assumption is motivated by the fact that the variation (measure as the standard deviation divided by the
mean) in cash holdings is consistently larger than the variation in leverage ratios. For more details, see Xiao (2018).

14All the variables with a hat are intra-period decisions, whereas the non-hat variables are inter-period deci-
sions.

15This common assumption in the literature guarantees a firm distribution in line with the data. See, for exam-
ple, Khan and Thomas (2013).
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market and all its remaining assets will be distributed as dividends to households. This assump-

tion guarantees not all firms will outgrow financial constraints in the model, and thus results in

a firm distribution more in line with the data.16

Upon surviving the exogenous shock, firms enter in the inter-period optimization stage and

choose capital k, risk-free assets ar f
f , corporate bond holdings ar

f , and debt b. The idiosyncratic

state of the firm is then characterized as s = [ϵ,k, x], where x is the cash-on-hand. I define the

aggregate state as S = [z,µ], where µ is the distribution of firms across the idiosyncratic states

and z is the aggregate productivity.

Production

Firms produce output (y) using capital and subject to the idiosyncratic (ϵ) and aggregate (z)

productivity shocks, according to the following production function:

y = ϵzkα, (3)

where I assume the idiosyncratic shock ϵ follows a Markov chains, ϵ ∈E≡ (
ϵ1, ...,ϵNϵ

)
, where

Pr (ϵ′ = ϵi |ϵ= ϵ j ) ≡ πϵi j ≤ 0 and
∑Nϵ

j=1π
ϵ
i j = 1, and aggregate productivity z also follows a Markov

chain , z ∈Z≡ (
z, ..., zNz

)
, where Pr (z ′ = zi |z = z j ) ≡ πz

i j ≤ 0 and
∑Nz

j=1π
z
i j = 1. α is the share of

capital and lower that 1.

Capital Accumulation

I assume firms are subject to convex adjustment costs, which generate slower convergence to

the optimal amount of capital. This assumption is important for two reasons: (1) Generates

a firm distribution more in line with the data, and (2) helps discipline the firms’ savings port-

folio. As firms grow and their default probability declines, firms will not jump to the optimal

amount of capital right away, due to the convex adjustment costs. During this growth stage,

firms share of savings allocated towards corporate bonds grows in order to maximize expected

16Note exogenous exit does not affect the return on the risky assets, because the firms that exogenously leave
the market already paid their debt.
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returns on savings, which will be key to the mechanism, because these firms’ exposure to the

cycle increases with the share of risky savings.

The adjustment costs take on the following form:

g (k ′, k̂) = Fk1,t

2

(
k ′− (1−δ)k̂

k̂

)2

k̂, (4)

with

Fk1,t ≡ p+
k ×1[

(k ′−(1−δ)k̂)>0
]+p−

k ×
(
1−1[

(k ′−(1−δ)k̂)>0
]) , (5)

where k ′ is the capital for next period, k̂ is the intra-period amount of capital chosen by the

firm, δ is the depreciation rate, and 1[
(k ′−(1−δ)k̂)>0

] is an indicator variable equal to 1 if the firm

increases capital. Additionally, similar to other papers in the literature (see, e.g. Abel and Eberly

(1996) , Begenau and Salomao (2018b)), I assume 0 ≤ p−
k < p+

k , which captures the costly re-

versibility of investment. This assumption amplifies the riskiness of capital because a firm

cannot invest today without considering the cost of downsizing if a negative shock happens,

generating inaction regions. This assumption, again, is key to mechanism. As firms postpone

investment decisions, they accumulate savings, and the larger the firm is, the more likely it is to

save in risky assets and the more it is affected by variations in the cycle.

The firm faces the same type of inter-period adjustment costs, given by

g (k̂,k) = Fk1,t

2

(
k̂ −k

k

)2

k, (6)

with

Fk1,t ≡ p+
k ×1[

(k̂−k)>0
]+p−

k ×
(
1−1[

(k̂−k)>0
]) . (7)
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Optimization

At the end of the period, if the firm survives the exit shock, it will choose the amount of capital

to take to the next period, risk-free savings, and credit to provide to other companies, as well as

debt. The firm will choose these variables in order to maximize its present discounted expected

value. The firm state can be summarized by its level of capital, its idiosyncratic productivity,

and cash on hand, defined as

x̂ = y −C f −b + (1+ r r f )
ˆ

ar f
f + (1+ r r )âr

f , (8)

where C f is the fixed cost of operation. I assume a net-worth default rule — if the liquidation

value of the firm’s capital plus its cash on hand is smaller than (1+ r b)b +C f , default occurs.

This default rule is similar to Gilchrist et al. (2014) or Xiao (2018).17

Given this default rule, the default thresholds for aggregate productivity and return on risky

savings are easily found. The z lower bound, which guarantees the firm stays in the market,

given r r , and the r r lower bound, which guarantees the firm stays in the market given z, are

defined by

¯
z =

C f +b − (1+ r r f )
ˆ

ar f
f − (1+ r r )âr

f −p−
k (1−δ)k̂

ϵk̂α
, (9)

¯
r r =

C f +b − (1+ r r f )
ˆ

ar f
f −p−

k (1−δ)k̂ − y(z)

âr
f

−1. (10)

Conditional on surviving the default and exogenous exit stages, firms continue to the next

period and decide whether to distribute dividends among its shareholders. Firms still growing

value liquidity more than dividends and will adopt a zero-dividend policy. If the firm decides to

17Other type of default rule would be equity based — when the value of equity falls below a given threshold,
default occurs (see, e.g., Cooley and Quadrini (2001), Hennessy and Whited (2007)). The reason I adopted the net-
worth default rule is computational feasibility, because in this case, I do not need to invert the firm’s value function
to find the default threshold. Moreover, as Gilchrist et al. (2014) mention, empirically, which default rule is more
plausible is unclear.
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distribute dividends, following Chen et al. (2017), I assume the firm’s dividend policy targets a

value dependent on capital and revenues and is given by

d = κyκy k̂κk , (11)

where κ, κk and κy are parameters that will be directly calibrated from the data and will deter-

mine how the dividend depends on firms’ profits and capital. This dividend policy will capture

the dividend rigidity observed in the data.

Formally, the firm’s problem at the end of the period after the exit shock, consists of the

choice of capital, risk-free and risky asset holdings, and debt. The firm chooses in order to max-

imize its present discounted value after the exit shock V 1(ϵ, k̂, x̂,S). At this stage, the idiosyn-

cratic state of the firm is characterized by its productivity ϵ, the capital from the intra-period

optimization stage k̂, and its cash on hand x̂. The aggregate state is summarized by S, which

includes aggregate productivity z and the distribution of firms µ. V̂ 0(ϵ′,k ′, x ′,S′) is the firm’s

value in the intra-period optimization stage. Thus, the end of period firms problem is given by

V 1(ϵ, k̂, x̂,S) = max
k ′,b′,ar f

′
f ,ar

′
,d

f

d +βE [V̂ 0(ϵ′,k ′, x ′,S)] (12)

s.t : x ′ = ar f
′

f +ar ′
f

d =


0

κyκy k̂κk

g (k ′, k̂) = Fk1,t

2

(
k ′− (1−δ)k̂

k̂

)2

k̂.

To simplify the problem computationally, I assume firms only distribute dividends when

they face a zero probability of default. As Khan and Thomas (2013) show, firms do not distribute

dividends unless they assign zero probability of being constrained in any future state. In their

24



setup, because firms have the same discount factor as households, they prefer to save rather

than distribute dividends for precautionary reasons, so they diminish the probability of being

constrained in the future.

In the next period, after observing the idiosyncratic productivity, the firm enters the intra-

period adjustment stage. In this stage, the firm can reoptimize its assets by choosing capital k̂ ′,

risk-free
ˆ

ar f ′
f , and risky âr ′

f savings. The intra-period problem is formally given by

V̂ 0(ϵ′,k ′, x ′,b′,S) = max
k̂ ′,

ˆ
a

r f ′
f ,

ˆ
ar ′

f

[∫
¯

r r ′

∫
¯
z ′

V 0(ϵ′, k̂ ′, x̂ ′,S′)dF (ϵ′)dF (S′)
]

(13)

s.t :
ˆ

ar ′
f + ˆ

ar f ′
f + g (k̂ ′,k ′) ≤ ar ′

f +ar f ′
f

x̂ ′ = y ′−C f −b′+ (1+ r r f ′
)

ˆ
ar f ′

f + (1+E(r r ′
))

ˆ
ar ′

f

g (k̂ ′,k ′) = Fk1,t

2

(
k̂ ′−k

k ′

)2

k ′

S′ = ΓS
′
(S)

E(r r ′
) =Λ(S′).

where S′ = ΓS
′
(S) is the aggregate law of motion, which the firms then use to form expectations

for the return on risky assets tomorrow, according to E(r r ′
) =Λ(S′). V 0 is the value of the firm

after the debt settlement and production stage but before the exit shock, defined as

V 0(ϵ′, k̂ ′, x̂ ′,S′) = (1−η)V 1(ϵ′, k̂ ′, x̂ ′,S′)+η(x̂ ′+p−
k (1−δ)k̂ ′), (14)

where η is the probability of exit and (x̂ ′+p−
k (1−δ)k̂ ′) is the liquidation value of the firm.

Potential Entrants

A continuum of potential entrants is endowed with an initial amount of capital k0, which is tar-

geted to be a given percentage of incumbents’ average capital. Potential entrants draw a signal

for their productivity tomorrow ϵ0, which will follow the same Markov chain as incumbents’
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productivity. At the end of the period, potential entrants decide whether to enter and pay the

fixed cost fe or stay out of the market. Entry is feasible if the amount of debt the potential en-

trant can raise is enough to pay for the fixed entry costs and if the value of entering is larger than

continuing out. Once it enters, the firm chooses capital and risk-free and risky assets for next

period to solve V 1(ϵ0,k0,0,S)

Ve (ϵ0,k0,0,S) =max(0,V 1(ϵ0,k0,0,S)− fe ). (15)

To simplify the problem computationally, I follow Arellano et al. (2016), and from the set of

firms for whom entering is optimal, I randomly select a subset that guarantees the number of

entering firms is equal to the number of exiting firms.

Financial Intermediary

The financial intermediary collects the risky savings from firms ar
f and uses it to finance firms’

debt. Next period, the intermediary receives back the bond payments and distributes the pro-

ceedings among firms that had risky savings.

Three key assumptions generate the risk associated with firms’ bonds. First, because I am

modeling the bonds market and not bank loans, I assume firms do not need to provide capital

as collateral to issue a bond. This assumption is backed by the empirical study by Rauh and Sufi

(2010), who highlight that one of the main differences between bank loans and bonds is that the

former is usually backed by collateral whereas the later is not. Second, similar to other papers

in the literature (see, e.g., Khan and Thomas (2013), Khan et al. (2017), Ottonello and Winberry

(2018)), I assume a deadweight loss in the default process, which means the lender can only

recover a share χ of the firm’s remaining resources. Third, the financial intermediary does not

observe the idiosyncratic state of the borrower, only the aggregate state of the economy – this

assumption is consistent with the literature on theories of financial intermediation, which have

proven financial markets are less efficient than banks in screening and monitoring borrowers.
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Some reasons are provided in the literature: banks have access to inside information, whereas

markets only have access to publicly available information; banks have economies of scale in

the screening and monitoring process; and banks have better incentives to invest in screening

and monitoring technology. For more details see, for example, Diamond (1984), Fama (1985),

Boot et al. (2010), De Fiore and Uhlig (2011) and Gande and Saunders (2012).

Whereas the last assumption generates the risk because the intermediary cannot design

firm-specific contracts that eliminate the risk and, on expectations, guarantee a return equal to

the risk-free return rate, the first two assumptions drive up the riskiness of the bond because, in

case of default, the return is lower than under a collateral constraint or no-default loss scenario.

Therefore, the firms’ bond price is equal to the risk-free bond price minus a risk premium

ω:

qr = qr f −ω. (16)

The actual return on the bonds is going to depend on the fraction of defaulted debt and on

the recovery rate on the defaulted debt χ. If no default happens, the actual return on bonds is

just 1
qr . With default, the return will be increasing in the recovery rate and diminishing in the

default rate. The return is given by

1+ r r =
1

qr

∫
non−de f aul t bnon−de f aul t dµ+∫

de f aul t min(bde f aul t ,χ((x̂de f aul t +p−
k k̂de f aul t )))dµ∫

bdµ
.

(17)

Because the return on firms’ bonds is uncertain at the time agents make savings-portfolio

decisions, agents form rational expectations about the return on this risky asset, which are fully

characterized by the mapping E(r r ′
) =Λ(S′).

Formally, given firms decision on risky savings, the financial-intermediary determines new

bond holdings φ′ to maximize the next-period payment to the agents with risky assets:
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W f (φ,S) =max
φ′ D f +E [dS′(S)W f (φ′,S′)] (18)

s.t : D f =
∫

(1−1[de f aul t](ϵ,k, x,S))φd [ϵ×k ×x]

+
∫
1[de f aul t](ϵ,k, x,S)min(χ(x ′+p−

k k),φ)d [ϵ×k ×x]∫
ar ′

f dµ=
∫

qr (ϵ,k, x,S)φ′dµ.

LetΦ(φ,S) describe the decision rule for bonds. 1[de f aul t](ϵ,k, x,S) is an indicator function

equal to 1 if firm in state (ϵ,k, x,S) defaulted on the bond, and min(χ(x ′+p−
k k),φ) is the amount

the financier is able to recover in case of default, where χ is the recovery rate on the remaining

value of the firm.

Recursive Competitive Equilibrium

The recursive competitive equilibrium in this economy is defined by policy functions K (ϵ, k̂, x̂,S),

Ar
f (ϵ, k̂, x̂,S), Ar f

f (ϵ, k̂, x̂,S), B(ϵ, k̂, x̂,S), K̂ (ϵ,k, x,S), Âr
f (ϵ,k, x,S),

ˆ
Ar f

f (ϵ,k, x,S), and Φ(φ,S) and

value functions W f (φ,S), V̂ 0(ϵ′,k ′, x ′,b′,S′), V 0(ϵ′,k ′, x ′,b′,S′), V 1(ϵ, k̂, x̂,S), and Ve (ϵ0,k0,0,S),

prices qr and r r , such that:

i. Firm value and policy functions solve its optimization problem (12), (13), and (14).

ii. Financier value and policy functions solve the financier problem (18).

iii. Debt price satisfies equation (16) and return on debt satisfies equation (17).

iv. The measure of firms evolves according to

µ′ = η
∫

(1−1[de f aul t](z,k, x,S))φd [z ×k ×x]+µe . (19)
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4 Calibration and Model Fit

In this Section, I first elaborate on the calibration strategy and the numerical algorithm to solve

the model. Then, I analyze the steady-state firm distribution and how it compares to the data.

4.1 Calibration

The length of each period is one year, in line with the data I use in Section ?? to validate some of

the model mechanisms. In the calibration of most model parameters, I follow prior work and

use common values in the literature. The remaining parameters are split into two groups: the

ones that have a direct counterpart in the data and the internally calibrated ones used to match

moments of the model’s stochastic steady-state to time averages in the data. All the parameter

values can be found in Table 2.

Parameters from the literature: Regarding the production side of the economy, I set the

share of capital α to 0.66, which is commonly used in the literature when the production tech-

nology only employs capital. The price of capital p+
k is normalized to 1, whereas the price of sold

capital p−
k is set to 0.57, so it is consistent with the percentage of investment resale loss of 43%

estimated by Bloom (2009). The annual depreciation rate δ is set to 6%, a common value for

annual frequency in the literature. For the recovery rate on defaulted debt, I follow Xiao (2018)

and set χ to 0.64. The author calibrates this parameter internally to match the corporate-bonds

spread in the data. The parameter governing the persistence of the idiosyncratic productivity

process ρϵ is taken from Khan and Thomas (2013) and set to 0.6. Lastly, the discount factor is

set to 0.96.

Parameters with a direct counterpart in the data: I set the capital of potential entrants k0

to be 17.1% of the average incumbents’ capital. Given that I am interested in studying firms

that issue bonds, the data parallel for entry in the model is the decision of a firm to go public.

Therefore, to calibrate the initial capital of entrants, I use Compustat in the 2000-2017 period

and compare the capital holding of firms in the first year after going public with the remaining

firms in the dataset.
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Parameter Value Description Source
Preferences
β 0.96 Firm discount factor Literature
Production
α 0.66 Return on capital Literature
p−

k 0.57 Price of sold capital Bloom (2009)
δ 0.06 Depreciation rate Literature
k0 0.171 Entrants share of average incumbents capital Compustat
η 0.065 Exogenous probability of exit LBD
Financial intermediary
χ 0.64 Recovery rate of defaulted debt Xiao (2018)
Idiosyncratic productivity
ρϵ 0.6 Persistence of the idiosyncratic shock Khan and Thomas (2013)
Dividend Policy
κ 0.727 Constant Compustat
κk 0.070 Dividend sensitivity to capital Compustat
κy 0.479 Dividend sensitivity to sales Compustat
Endogenous parameters
C f 8.006 Fixed cost of production Calibration
fe 2.414 Entry cost Calibration
ω 0.01 Risk premium Calibration
σϵ 0.15 Volatility of idiosyncratic shock Calibration
σz 0.074 Volatility of aggregate shock Calibration
ρz 0.949 Persistence of aggregate shock Calibration

Table 2: Parameters

The exogenous probability of exit η is set to 0.065 to match the 6.5% default rate of firms

older than five years of age from the Longitudinal Business Database (LBD) from the U.S. Cen-

sus Bureau for the 2003-2014 period.

The elasticities κk and κy as well as κ are estimated empirically using the following regres-

sion, in the spirit of Chen et al. (2017):

ln(Di vi dend s)i j t = κ+κy ln(Revenues)i j t +κk ln(Tot al Asset s)i j t +λi +θ j t +ϵi j t , (20)

where i stands for firm, j for sector, and t for year. λi and θ j t are firm and sector-year fixed

effects, respectively. Values obtained are κ = 0.727, κk = 0.070, and κy = 0.479. The elasticity

with respect to revenues being less than one indicates the dividend is relatively rigid and does
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Moment Source Data Model
Exit rate all firms LBD 0.0824 0.0819
Average share risky savings Flow of Funds 0.2918 0.2925
Standard deviation share risky savings Compustat 0.3504 0.4096
Mean share risky k ≥Q3k /mean share risky k ≤Q1k Compustat 4.3758 4.7373
Share of debt in firms age=1 Compustat 0.1097 0.0682
Entrants average leverage Compustat 0.2160 0.2207

Table 3: Calibration fit

not fluctuate as much as revenues. The dividend’s smoothness will induce savings by large firms

to guarantee they can maintain a constant dividend even when profits decrease.

Because the model is solved in partial equilibrium, the interest rate in the benchmark cali-

bration is set to 6.126%, which corresponds to the five-year moving average of the real interest

rate, measured as the lending rate minus GDP deflator, in 1989, the year when the share of risky

asset holdings reached the minimum value since the beginning of the 1980s. The real interest-

rate series is taken from the World Bank database.

Endogenous parameters: The endogenous parameters are {C f , fe ,σϵ,σz ,ρz ,ω}. I use these

six parameters to match six data moments: the exit rate of all firms, entrants’ average leverage,

share of total debt in new entrants, average and standard deviation of share of risky savings

across the firm distribution, and the ratio between the average share of risky savings for firms

in the top versus bottom quartile of total asset distribution. The first three moments are chosen

to discipline the return on risky savings. In Section 3, I establish that the return on risky assets

depends on the share of defaulted debt, making matching the default rate in the data important.

Also, because small/young firms are the ones defaulting in my model, disciplining the size and

leverage of these firms is important. The last three moments are important to discipline the

distribution of risky asset holdings in the economy.

In Table 3, I present the model fit to the selected data moments. Although all parameters

affect all model moments, identifying a more pronounced impact of some parameters on some

moments is possible.

First, I target the default rate of all firms to be 8.24%, which is the average default rate over
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the 2003-2014 period from the LBD from the U.S. Census Bureau. Despite the risk premium

affecting this moment through changing the cost of debt, the parameter that most directly af-

fects this moment is the fixed cost of production, which is set to 8.006. The risk-premium ω

delivered by the calibration is 0.01 and helps to match the average share of risk-free savings in

the economy. Because I want to explain the observed increase in risky savings since late 1980s,

here I target this moment at the end of the 1980s.18

The entrants’ average leverage is from the Compustat sample of firms that went public in a

given year over 2007-2017. This moment is mainly pinned down by the fixed cost of entry, set

to 2.414. The other three moments are all matched using the volatility of both aggregate and

idiosyncratic productivity, σz = 0.074 and σϵ = 0.15, as well as the persistence of the aggregate

shock ρz = 0.949. Although the volatility of the idiosyncratic process has a stronger impact

on the share of debt in one-year-old firms, the moments governing the aggregate productivity

process help discipline the overall riskiness of corporate bonds and consequently match the

standard deviation of the share of risky savings and the ratio between the average share of risky

assets of firms in the third quartile versus the first quartile of the capital distribution.

4.2 Algorithm

The numerical algorithm I use employs the inner-and-outer loop proposed by Krusell and Smith

(1998). I iterate between an inner loop that solves the firms’ problem and an outer loop that sim-

ulates the economy for the equilibrium prices and updates the forecast rules until convergence

in the equilibrium outcomes. I here provide a brief overview of the algorithm. For more details,

check Appendix ??.

In my model, the distribution of firms spans over capital, cash on hand and idiosyncratic

productivity. Because the distribution is a highly dimensional object, I follow Krusell and Smith

(1998) and approximate it with the current levels of aggregate capital K , aggregate corporate

debt B f , and aggregate productivity z. More specifically, I assume agents perceive (K ,B , z) as

18Unfortunately, for the micro moments of the distribution of risky asset holdings, I do not have data going back
to the 1980s. Therefore I use the Compustat data spanning from 2007 to 2017 and assume the distribution does
not change across time, only the average holdings.
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the aggregate state of the economy. Agents then use the log-linearized law of motion of the

aggregate state to characterize the mappings for the expected return on the risky assets Γr r :


logB f

′

logK ′

rr

= A+B

logB f

logK

+C log(z). (21)

I initiate the outer loop by guessing the coefficients A, B and C. I then proceed to the inner

loop, where the firms’ problem is solved through value-function iteration and policy functions

are found. I then proceed to simulate the economy, based on the policy functions found, using

Monte Carlo simulation. The equilibrium mappings are then updated using OLS regression on

the simulated data. This procedure is repeated until convergence of the equilibrium mappings

is achieved.

5 Quantitative Analysis

In this Section, I describe the results of the model. I start by illustrating firms’ savings decisions,

and how this savings decisions affects investment and default. I then proceed to study the de-

terminants of the increase in the share of risky assets. I conclude the Section by analyzing how

the firms’ portfolio of savings affects aggregate responses to a productivity and financial shock

and the business-cycle.

5.1 Savings Distribution

I am interested in understanding the mechanisms that explain firms’ portfolio of savings. To do

so, I proceed incrementally and start with a simplified version of the model, that enables the

understanding of the baseline mechanisms. I then go back to the full-scale model and identify

the remaining mechanisms.
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Figure 8: Capital (orange line), risky savings (blue solid line), risk-free savings (blue dashed line), and total savings (blue dotted line) for different
initial endowments. As firms grow, they start savings less in risk-free assets and move into risky assets, while increasing capital.

Intratemporal effect: Precautionary savings

To illustrate the mechanisms at play in explaining firms’ savings portfolios, I shut down some

of the benchmark model features and keep only the necessary assumptions to explain the ob-

served savings-portfolio composition across firms. Namely, I assume this model is static, with

firms starting with a given endowment. Similar to the benchmark model, firms sequentially

observe two productivity shocks, the idiosyncratic one ϵ followed by aggregate productivity z.

At the beginning of the period, before observing ϵ, firms choose debt and, after observing ϵ but

before observing z, they choose how to allocate their resources (debt + endowment) in capital

or savings in a risk-free (with constant and known return) or/and risky asset (with uncertain

return). Additionally, firms suffer no capital adjustment costs, and no other agents are in the

economy. For more details on the model, see Appendix ??.

This model generates a pattern between the size of the firm (initial endowment) and savings

similar to the one illustrated in Figure 4. Small firms hold a larger share of savings, composed

mainly of risk-free savings, whereas, as firms grow, savings decrease and the portfolio compo-

sition tends more toward high-yield high-risk assets.

Figure 8 illustrates this relation between the firm’s size, savings, and portfolio composition.

It shows how risky savings are increasing in the initial size of the firm, while risk-free savings are
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decreasing, just as observed empirically. Although firms are small, the probability of default is

high, so firms save in risk-free assets to eliminate the default risk. As firms grow, the probability

of default tends toward zero, so firms expose themselves more to high-risk high-return assets

- capital and risky savings. After implementing the optimal amount of capital, the firm will

exclusively save in the risky asset to maximize the return on its savings.

Notice the firms are not only saving in risky assets after reaching the optimal amount of

capital, which stems from a portfolio-diversification effect that will decrease the firms’ proba-

bility of default while maximizing the returns on savings. Equations (??) and (??) in Appendix ??

capture this effect: a firm more exposed to risky assets is able to absorb a negative productivity

shock without defaulting. The same is true for firms more exposed to capital, which can sustain

a negative shock to the return on risky assets without defaulting. This portfolio-diversification

effect is why firms that have not yet reached their optimal amount of capital save in risky assets.

To empirically test the mechanisms here identified, I use the collected data on corporate

bond holdings by nonfinancial firms, used in Section 2 and described in more detail in Ap-

pendix ??. To test the precautionary-savings motive, I regress cash and corporate bond hold-

ings on sales and debt. The hypothesis is that, on the one hand, increases in debt should have a

stronger impact on firms’ default probability and be associated with stronger increases in cash

holdings. On the other hand, sales should decrease the company’s risk, leading to an increase

in corporate securities held by the firm. Results in Table ?? in Appendix ?? validate the mech-

anism illustrated in this Section, with an increase in debt associated with larger increments in

cash holdings, whereas an increase in revenue results in a larger accumulation of the risky asset

corporate bonds. For more details, see Appendix ??.

Intertemporal effect: Saving to finance future investment

From the static model, we learned that small firms tend to hold more risk-free savings for pre-

cautionary reasons, whereas large firms looking to maximize the returns on savings invest ex-

clusively in the risky asset. In the benchmark model, the presence of partial irreversibility, with

the cost of buying capital larger than the selling price, will add an extra motive for firms to hold
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Figure 9: Share of firms with negative capital-growth (gk < 0), positive growth (gk > 0) and in inaction region (gk = 0). Only firms not at the
optimal amount of capital were considered. More than 30% of firms find themselves in inaction regions.

savings, by generating inaction regions. When a firm finds itself in one of these regions it will

opt to save to finance future investments, with some firms saving in risky assets.

Figure 9 shows the capital growth-rate distribution by non-defaulting firms, excluding firms

at the optimal amount of capital. More than 30% of these firms find themselves in inaction

regions, where they make no investment in capital. These firms will instead save to finance

future investments. The left panel of Figure 10 plots the distribution of savings by firms in the

inaction reaction, whereas the right panel plots the savings distribution by firms with a capital

growth rate larger than zero. Although a large fraction of growing firms have no savings, firms

in inaction regions are accumulating savings to finance future investments.

A fraction of this savings will be allocated in risky assets. Table 4 reports the average risky

savings and the fraction of firms with a share of risky savings equal to 0 for firms in inaction re-

gions and growing regions. The differences are significant. Although more than 75% of growing

firms do not hold any risky savings, this number is close to 50% for firms in inaction regions.

Also, the average share of risky savings more than doubles, going from 16% to more than 38%.

Moment gk = 0 gk > 0
Average share risky savings 38.2% 16.3%
Share risky=0 52.7% 75.8%

Table 4: Average share of risky savings and fraction of firms with risky savings equal to 0 for firms in inaction regions (gk = 0) and growing firms
(gk > 0).
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Figure 10: Savings distribution by firms in the inaction region (growth rate of capital gk equal to 0) in the left panel, and by growing firms in
the right panel. Although the majority of growing firms have zero savings, firms in the inaction region accumulate savings to finance future
investments.

The inclusion of partial irreversibility of capital in the model is then crucial in generating

firms that are not yet at the optimal amount of capital but that already hold large fractions of

risky savings. Figure 11 compares the distribution of risky savings across the different size bins

in the data and in the model. The model presents a good fit with the empirical distribution:

smaller firms holding mainly risk-free securities to minimize the probability of default; firms

at the very top saving to avoid becoming constrained again and to guarantee they can pay the

smooth dividend, holding mainly risky securities; firms in the middle of the distribution saving

to finance future investments, holding some fraction of risky assets. 19
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Figure 11: On the left panel, the empirical relation between the share of risk-free savings — on the y-axis — and log(total assets) — on the
x-axis. On the right panel, the same relation in the model, with the share of risk-free savings on the y-axis and capital on the x-axis. As firms
grow in size, they increase their holding of risky assets both empirically and in the model.

19Figure ?? in Appendix ?? shows the model does a good job in matching the standard deviations of risky savings
across the size distribution. The dispersion at the bottom of the distribution is low because firms hold mainly pre-
cautionary savings, whereas at the top, volatility of both idiosyncratic and productivity shocks explain the higher
standard deviation of risky savings.
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Figure 12: Investment change relative to risk-free-only scenario, for different levels of risky savings. In the left panel, investment % change
when r r falls below r r f , and in the right panel, when r r is above r r f . Investment is sensitive to the share of risky assets. In periods when r r

falls below r r f investment can be up to 2% lower, whereas in periods when r r is above r r f investment can be up to 1% higher.

5.2 Micro Implications of Savings Portfolio

I next study how the savings portfolio affects firms’ investment decisions and probability of

default. To isolate this effect, I use the benchmark calibration parameters while changing the

share of risky asset holdings from 0% to 100%. Instead of allowing firms to optimally choose this

share, I impose it to compare investment decisions across the same firms with just a different

share of risky savings.

Figure 12 reports the investment % change relative to the risk-free only scenario, for differ-

ent levels of risky savings. The left panel illustrates the case when the return on the risky asset

r r falls below the risk-free interest rate r r f , while the right panel reports the opposite situation,

when r r is above r r f . Results indicate investment is sensitive to the composition of the savings

portfolio. In the scenario in which r r falls bellow the risk-free rate, investment drops by almost

2% when increasing the share of risky assets from 0 to 1. The sensitivity is amplified if we would

consider only periods when r r falls below 0 and firms lose part of their savings. In this situa-

tion, the investment drop is above 4%, as illustrated in Figure ?? in Appendix ??. In the opposite

scenario, when r r is above r r f , investment can increase by almost 1%, as depicted in the right

panel of Figure 12.

Figure 13 illustrates that the portfolio of savings not only affects investment, but also causes

some firms to default in periods when r r drops below r r f . Again, this effect is amplified when

considering periods when r r falls below 0, as reported in Figure ?? in Appendix ??.
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Figure 13: Investment change relative to risk-free only scenario, for different levels of risky savings. In the left panel investment % changes
when r r falls below r r f , and in the right panel, when r r is above r r f .

5.3 Aggregate Consequences

With the distribution of risky asset holdings and the micro consequences of the savings portfo-

lio, I next use the model to answer two questions: (1) What explains the increase in risky asset

holdings since the beginning of the 1990s? (2) What are the macroeconomic consequences of

this increase?

Increase in Risky Asset Holdings

To rationalize the increase in risky asset holdings since the beginning of the 1990s, I feed into

the model the observed real interest-rate path over the last several decades. The benchmark

calibration, discussed in Section 4.1, targets the five year average of the share of risky savings

at the end of 1989 and uses as input the same five year average of the real interest rate in the

same year. In this Section, I compare the benchmark calibration with a model with the five year

average of the real interest rate in 2017 and analyze how much of the observed increase in the

share of risky asset holdings can be explained by the change in the real interest rate.20

To do so, I feed into the model the 2017 real interest rate and recalibrate the fixed cost of

production to keep the default rate unchanged. The default rate is the main driver of the risky

asset excess return. With the decrease in the real interest rate, the costs of debt would drop

and fewer firms would default. The sharp decrease in the default rate would overshoot the risky

asset excess return when compared with its observed trend and over account for the increase

20I use five year averages to abstract from yearly changes and focus on the trend.
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Share risky savings 1989 2017 Variation
Data 29.18% 41.89% 12.71 p.p.
Model 29.25% 42.36% 13.11 p.p.

Table 5: Share of risky savings observed variation and implied variation by the model when changing the real interest rate.

in the share of risky asset holdings.

Results are presented in Table 5. The observed variation in the data from 1989 to 2017 is a

12.71 percentage-point increase in the share of risky savings. My model, by changing the real

interest rate while keeping the default rate constant, generates a similar increase of 13.11 per-

centage points. This finding suggests the decrease of the real interest rate alone fully accounts

for the observed increase in risky asset holdings.

The mechanism has two different components. The first concerns the change in the distri-

bution of firms. As the risk-free interest rate drops, debt becomes cheaper. As a consequence,

firms will grow faster and accumulate more capital. This effect is depicted in Figure 14, which

plots the distributions of firms for both the 1989 and 2017 calibrations. The Figure shows the

increase in the share of firms at the top of the distribution. This movement in the distribution

will have a direct impact on the share of risky savings, given that, as illustrated in Figure 11,

large firms have a riskier savings portfolio.
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Figure 14: Firm size distribution for the 1989 calibration (blue bars) and 2017 calibration (orange bars). The Figure plots the share of firms
(y-axis) in each quartile of the distribution (x-axis). With the decrease in the interest rate there is a shift of the distribution to the right, with a
larger fraction of firms at the top of the distribution.
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Moment Variation Contribution
Excess return 0.32p.p. 86.8%
Distribution 13.2%

Table 6: Components of the increase in risky asset holdings. The shift to the right of the distribution explains 13% of the increase, whereas the
increase in the excess return explains 87%.

The second component is an indirect effect of the changes in the distribution of firms. As

firms become larger, the share of defaulted debt goes down, which generates a 0.33 percent-

age point increase in the risky asset excess return in the model, which represents 75% of the

observed increase between the 1989-2017 period.21 Overall, the shift of the distribution to the

right explains 13% of the increase in risky asset holdings, whereas the increase in the excess

return explains the remaining 87%, as reported in Table 6.

In Appendix ??, I test empirically if the real interest rate and risk premium are determinants

of risky asset holdings. Again, I use the collected data on corporate bond holdings. Table ?? in

Appendix ?? shows that increases in the real interest rate are associated with decreases in the

share of risky asset holdings, whereas increases in the risk premium have the opposite effect.

For more details, see Appendix ??.22

In appendix ??, I illustrate that the interest-rate passthrough to capital is more limited when

accounting for different types of financial assets. The inclusion of a risky asset limits the capital

increase in response to a decrease in the interest rate, because an endogenous increase occurs

in the excess return on risky assets.

21The spread between Moody’s Baa corporate bond yields and 10-year treasury from 1989 to 2017 increased 0.44
percentage points (from 2.141% to 2.581%).

22Another potential aggregate determinant of risky asset holdings is the volatility of the aggregate productivity
shock. This variable has a strong impact on the risky asset expected return and consequently on firms’ willingness
to have a riskier savings portfolio. An increase in volatility generates a spike in corporate bonds’ riskiness because
it may translate into larger recessions and, therefore, sharper increases in default rates and decreases in the risky
savings return. This increase in volatility would then cause firms to reallocate their portfolio of savings into the
risk-free asset. See Figure ?? in Appendix ?? for an illustration of the impact of this variable on risky asset holdings.
Although, empirically, since the 1980s, no apparent sustained change occurs in the aggregate volatility – measured
either by the VIX index or by the volatility of the daily returns on the S&P 500 – that can help justify the risky asset
increasing trend. Figure ?? in Appendix ?? presents the evolution of both variables since the 1980s.
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Moment Large negative Small negative
Non-risky Risky Non-risky Risky

Investment -8.58% -13.01% -0.22% -0.14%
Capital -2.71% -3.53% -0.07% -0.06%
Default rate 9.12% 10.19% 6.21% 6.21%
r r -r r f - -3.85p.p. - 0.92p.p.

Table 7: Investment, capital, default rate, and excess return on risky assets’ response to small and large negative productivity and financial
shocks in a model with no risky assets and a model with only risky assets. Investment and capital are presented as percentage deviations from
steady-state level, whereas the default rate and the difference between r r and r r f are in absolute values. A small shock is a 1% drop in TFP and
in the recovery-rate parameter, whereas a large shock is a 10% TFP drop and a 33% decrease in the recovery rate.

Aggregate Outcomes

Lastly, I assess the macroeconomic implications of firms’ savings portfolio. I start by comparing

the aggregate responses to small and large negative productivity and financial shocks in a model

with no risky assets and in my benchmark model. A small shock is characterized by a 1% drop

in both aggregate productivity and the recovery rate, whereas a large shock represents a 10%

decrease in aggregate productivity and a 33% drop in the recovery rate. In Table 7, I present the

investment and capital percentage change from the steady-state value in response to the two

shocks across both models, whereas I present default rate and r r − r r f in absolute values. The

table shows that for relatively small shocks, the differences across the two models are minor.

In fact, the model that accounts for risky savings even presents a smaller investment drop and

consequently capital decreases by less. This finding is explained by the fact that, given the small

shock, the default rate is not largely affected, which does not lead to a decrease in r r . Given that

in the risky asset model, firms are still making a larger return on their savings, they can better

absorb the shocks, which causes investment to fall by less.

For a large shock, the opposite situation occurs, with a larger drop in investment and capital

in the risky asset model. This result is explained by r r falling below the risk-free return, which

causes firms to lose part of their savings, inducing higher default rates and a larger drop in

investment, just as the mechanism identified in Section 5.2 predicts.

Overall, the identified mechanism is only triggered in relatively large recessions when the

return on the risky assets falls below the risk-free rate. In that scenario, firms lose part of their
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Figure 15: Impulse response functions to a negative financial and productivity shock. The top panels show the investment (left) and capital
(right) responses to the shock. The bottom panel shows the default rate (left) and return on risky assets (right). The orange line represents the
model with no risky asset, and the blue line represents the economy with only risky assets. The capital drop is up to 30% larger in the risky
savings model, and the investment drop is up to 50% larger.

savings, which leads to larger drops in investment and increases in the default rate. If the shock

is small and the return on risky assets is still above the risk-free rate, the portfolio of savings al-

lows firms to better absorb shocks without causing investment to drop or more firms to default.

I now proceed by comparing the impulse response functions to both negative productivity

and financial shocks in the model with no risky savings with a model with only risky savings. I

calibrate the shock so that it yields an investment drop of 13%, similar to the decrease of gross

fixed capital formation in the U.S. during the Great Recession.

Figure 15 presents the impulse response functions to both shocks in the two models. When

the negative productivity shock takes place, some firms close to the default threshold end up

leaving the market, causing the share of defaulted debt to increase. This effect, together with

the drop in the recovery rate, causes the return on risky assets to decrease. As Figure 13 shows,

the more exposed firms are to risky assets, the higher the sensitivity of the default rate to r r .
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In this scenario, the economy with a larger fraction of risky savings, experiences a sharper in-

crease in the default rates, which causes r r to decrease even more. As illustrated in Figure 12,

the larger the share of risky savings, the more investment becomes sensitive to r r . This mech-

anism, together with the stronger drop in r r , explain the sharper decrease in investment, and

consequently capital, in the risky asset economy. Overall, the investment drop ends up being

50% larger in the risky asset model, which causes capital to decrease 30% more.

I conclude this Section by using my model to obtain estimates of the impact of the portfolio

of savings on the macroeconomy on average over the business-cycle. Table ?? in Appendix ??

presents the values for different aggregate variables in an economy with only risky savings rela-

tive to a risk-free savings only. On average, given that the identified mechanism only triggers in

large recessions that are rare over the business-cycle, effects are, on average, small. Nonethe-

less, the amplification of large recessions causes average default rates to be higher, which leads

to lower capital and consequently output.

On the opposite side, the increase in risky holdings leads to a decline in capital misalloca-

tion. The higher default rates are a consequence of less productive firms leaving the market.

At the same time, the firms that survive are the more productive ones that can take advantage

of faster growth during periods when r r is above r r f . Both effects will cause a larger share of

capital to be allocated in smaller more productive firms, decreasing the capital misallocation.

Overall, the increase in risky savings diminishes capital misallocation but at the cost of lower

output and more volatility.

6 Policy Implications

In this Section I assess two different types of policies and their effects both on the firms’ incen-

tives to hold risky assets and on how they may limit the propagation of aggregate shocks. First, I

study the impact of a market liquidity provision policy, which would limit risky asset losses dur-

ing large negative shocks. Second, I evaluate the impact of implementing some of the financial
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Figure 16: Impulse response functions to a negative financial and productivity shock. The top panels show the investment (left) and capital
(right) responses to the shock. The bottom panels show the default rate (left) and return on risky assets (right). The orange line represents the
model with policy intervention, and the blue line represents the economy with no policy intervention. The capital drop is 10% smaller with
policy intervention, and the investment drop is 18% smaller.

sector regulations in the nonfinancial sector.

I start by assessing the effects of a market liquidity provision policy during large negative

shocks, similar to the Federal Reserve Secondary Market Corporate Credit Facility (SMCCF)

program. The objective of this program was to support market liquidity during the COVID

pandemic by buying corporate bonds in the secondary market, preventing bond prices from

decreasing, which is equivalent to preventing the value of these assets from deteriorating and

investors from accumulating losses. I assume this policy to be equivalent to imposing, in the

model, a lower bound on the risky asset excess return during large recessions, with the assump-

tion being that the return on the risky asset does not fall below the risk-free rate.

Figure 16 shows the Impulse Response Functions to the same large shock as in Section 5.3

for the risky asset model with and without the policy implementation. Contrary to the no policy

scenario, the decrease in risky asset’s return is limited as it never falls below the risk-free rate.
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The presence of this lower bound for the return on corporate bonds limits the losses on risky

savings and consequently the propagation of the negative shock from defaulting borrowers to

lending firms. This limited propagation then guarantees the default rate does not increase as

much, and, consequently, the decrease in investment and capital is smaller when compared

to the response in the absence of any policy implementation. However, notice the investment

and capital decrease are still larger than in the model with only risk-free assets plotted in Figure

15, which derives from the fact that, relative to the initial level, there is still a drop in expected

returns on savings, which does not happen in the risk-free only model.

Depending on the announcement timing, the aforementioned policy may additionally have

an impact on the share of risky asset holdings. If the policy is announced before the shock

occurs, firms learn that the downside risk of corporate bonds becomes limited, triggering an

increase in the share of risky asset holdings. This share would increase from the calibrated

value of 29.25% to 78.3%. If the policy is only announced following the large shock, the impact

on the portfolio of savings would be null.

This policy also has effects over the business-cycle. Table ?? in Appendix ?? presents the

results for this policy under the assumption that is only announced following large shocks. If

this policy is implemented in all recessions during which the return on risky assets falls bellow

the risk-free rate, the average recession would be smaller than in the absence of any policy,

and closer to an average recession in the risk-free only model. The major distinction when

compared with a risk-free only model is the positive effects that holding risky assets during

expansions bring. During these periods, firms make larger returns on their savings, which will

allow them to grow faster. This last effect dominates, resulting in larger output and capital.

Lastly, I assess the impact of implementing some of the financial sector regulations in the

nonfinancial sector. Following the financial crisis and the revealed deficiencies in the finan-

cial sector, a new banking supervision accord was made — the Basel III agreement. Some new

requirements were implemented and other already existing regulations were revised. The ob-

jective of some of the new regulation was to limit the exposure of financial institutions to risky
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assets in order to limit the propagation of negative shocks through the financial system. The

purpose of implementing some of these policies in the nonfinancial sector would be similar:

limiting the propagation of shocks from defaulting borrowers to nonfinancial lending firms.

I focus on the two measures from the Basel III agreement that more closely relate to the

riskiness of the portfolio of assets: (1) Capital requirements - financial firms’ Tier 1 capital must

be at least 6% of the value of their risk-weighted assets.23; and (2) counter-cyclical buffers - the

Tier 1 capital to risk-weighted assets ratio has to be 2.5 percentage points higher during periods

of high credit growth.

The direct counterpart in my model to these two policies is imposing restrictions on the

share of risky savings. To test the implications of the capital requirements measure I impose

in the model that the share of risky savings has to be lower than 94%. The counter-cyclical

buffers measure imposes one additional restriction that during downturns the maximum share

of risky savings is 2.5 percentage points lower than during normal times. Both these policies

have an impact on the average share of risky savings, with this figure decreasing from the cal-

ibrated value of 29.25% to 26.75% and 26.68% under the capital requirements and counter-

cyclical measures, respectively. However, because the regulation would only be binding for the

larger firms with zero probability of default and optimal capital adopted, no significant aggre-

gate effects would be achieved, neither in response to a large shock nor on average over the

business-cycle.

7 Conclusion

In this paper, I study the aggregate implications of nonfinancial firms’ allocation of savings be-

tween risk-free and risky assets. I start by providing empirical evidence that risky asset holdings

23Because different assets have different risk profiles, the risk-weighted asset is a measure that takes into ac-
count the riskiness of each type of asset. For example, cash and government bonds have a zero weight because
they are risk-free. Loans and other assets are usually given a weight of one due to the high-risk profile. Given that
here I only have risk-free bonds, which are assigned a weight of zero, and corporate bonds, the risk-weighted assets
are equal to the corporate bonds held by a firm.
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have been increasing and explain about 70% of the increase in financial asset holdings since the

early 1990s. Moreover, during the Great Recession, firms with a share of risky assets above 70%

decreased investment by twice as much as firms with a share of risky assets lower than 30%.

I then proceed to develop a heterogeneous firms model that rationalizes why firms save in

risky assets. Two reasons explain the savings-portfolio composition: (1) maximize expected

returns on savings, and (2) diversify savings portfolio to decrease the probability of default.

These two mechanisms generates a pattern of savings portfolio similar to the data, with smaller

firms having more risk-free savings, and as firms grow, the share of risky assets grows as well.

I proceed by showing how the decrease in the real interest rate since the 1980s has caused a

shift to the right of the firm size distribution, which explains the raise in risky asset holdings —

in the form of corporate bonds in the model. I then evaluate the consequences of this increase.

In response to an aggregate shock that generates an investment drop similar to the Great Re-

cession, the portfolio of savings can cause an investment drop up to 50% larger. If the shock is

instead small, not causing a drop in the return on risky assets, the portfolio of savings allows

firms to better absorb the shock with investment and capital decreasing less.

I conclude by assessing the implications of two different sets of policies. The first one fol-

lows from the Fed Secondary Market Corporate Credit Facility program, and I assume losses

from risky asset holdings would be limited during recessions. This type of policy diminishes

the negative impacts of decreases in the return on risky assets during recessions while main-

taining its benefits during expansions. Lastly, I test imposing the financial sector regulation

on nonfinancial firms. Because the regulation would only be binding for larger firms that can

sustain big losses without defaulting or decreasing investment, the aggregate effects would be

limited.

Overall, I show that firms’ savings-portfolio composition has important aggregate conse-

quences and that firms savings should not be treated as only cash.
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