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Abstract

We provide a model of group sorting or polarization based on group identity alone. In

our model, agents differ from one another in terms of an observable binary group identity.

Groups may also differ in terms of the distribution of abilities (types) but the true distribution

is uncertain, so agents have to form beliefs about that distribution in making both investment

and location decisions. Each agent’s ability is private information, whereas group identity is

publicly observable. Agents have no preferences or special facilities for interacting with members

of their own group. In this environment, we show that, in equilibrium, agents endogenously sort

themselves according to their group identity to two different locations under rational belief

updating, and we identify conditions under which the society becomes completely polarized

with members of each group rationally choosing to congregate in distinct locations.
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1 Introduction

People like to interact with those who are similar to themselves. Such preferences for homophily

can encompass many dimensions such as race, ethnicity, income, culture, religious beliefs, edu-

cational attainment and politics, and can result in the sorting of individuals both spatially, e.g.,

into distinct homogeneous communities, or virtually, e.g., by the sources of news they consume.1

However, there is no theory that explains how and why such sorting arises that is not preference-

based but is instead based on one group’s perception of the other group. In this paper, we develop

such an alternative theory showing how perfect sorting of group members to different locations, or

polarization can be perception-based. One can think of our model as providing a kind of “statisti-

cal discrimination” rationalization for polarization as opposed to the “taste-based discrimination”

approach to polarization as in the seminal work of Tiebout (1956) and Schelling (1971)

We model the origin of such sorting, leading to polarization, starting from seemingly innocuous

initial conditions. Specifically, we consider a model where all individuals belong to one of two

groups, labeled Red and Blue. Group membership is perfectly identifiable, but in all other di-

mensions, including individual abilities (types) or the distribution of abilities by group, individuals

are completely indistinguishable from one another. Importantly, neither group has any explicit

preference for interacting with members of its own group or the other group, nor is there any cost

difference in interactions within or between groups. Further, members of both groups are initially

dispersed between two possible locations, East and West. Beginning from such seemingly incon-

sequential initial conditions, we seek to understand the sorting of individuals into two perfectly

polarized groups of all Red and all Blue, with each group occupying a single location, either East

or West, under rational belief updating.2

As with all origin stories, we need a plot device that does not strain credulity. The mechanism we

employ is distributional uncertainty together with private monitoring and Bayesian belief updating.

Specifically, we consider the case where there are two possible distributions for each group’s types

but the true distribution characterizing types for each group is unknown. While group membership

is perfectly observable, a player only knows his own history of play with others, which can also be

differentiated by group identity; that is, we assume private monitoring. For tractability reasons,

we consider a setup where players live for just two periods. In each period, they can interact

with members of either group but only with those of their own generation (or age). Importantly,

young agents are born with unbiased beliefs; they think that both groups are equally likely to have

the same type distributions. Both young and old players participate in an investment game with

members of their own generation. Young agents play the game in the location chosen by their parent

and then decide whether to remain in the same location or move to the other location to play the

same game again when they are old. The young agent’s location choice depends on their history of

play. While agents live for just two periods and have only one-period payoff relevant histories, the

proportions of players in the two locations at each period affect the matching probabilities, which

1This phenomenon has been well-documented by political scientists, e.g., Huckfeldt and Sprague (1995), sociolo-

gists, e.g., McPherson, Smith-Lovin and Cook (2001), and economists, e.g., Currarini, Jackson and Pin (2010) and

Goeree, McConnell, Mitchell and Yariv (2010).

2We are not specific regarding the dimension on which players become polarized; it could be anything including

politics, language, religion or race, among many possibilities.

1



serves as the long-memory state variable for the system. We provide conditions under which our

setup suffices to yield perfect sorting or polarization of players to the two different locations based

on group membership alone, and this “statistical discrimination” type of sorting is sustained by

rational belief updating.

We start by providing a simple and yet powerful first result, which we term the natural law

of likes meeting likes: In any generic, non-strategic setting, it is more likely for a player to meet

a member of his or her own group than a member of the other group. We then characterize the

investment stage game outcomes from homogeneous and heterogeneous matches between players

followed by a characterization of the location stage equilibrium. We find sets of histories that are

favorable and unfavorable for playing the game with members of one’s own group, which together

with the law of likes meeting likes generates an endogenous location choice dynamical system. This

system consists of a simple convex (square) function characterizing the difference in the location

choice probabilities of the two groups. The square function nicely captures the vulnerability and

risk that the society becomes polarized.

To illustrate, suppose that players in the location choice stage of the game anticipate that there

will be more Blue members in the East. Consider the investment stage game history where a player

observes Invest from a match with a Blue player in youth, a “good” outcome. If the player matched

to this Blue player is also a Blue member, then, given the favorable history toward his own group,

the Blue player finds it optimal to choose East to have a higher probability of being matched with

another Blue member when old. On the other hand, if the player matched to the Blue member is

a Red member, then, given the more favorable history of interaction with the Blue group and the

relatively unfavorable history toward his own group, the Red player finds it optimal to choose East

to have a higher probability of being matched with a different group member, a Blue member. The

former has the effect of widening the polarization of the two groups, whereas the latter has the

effect of reducing this gap. Yet, the former effect dominates the latter due to the natural law of likes

meeting likes – the likelihood of a meeting between two Blue members in youth is higher than that

of a meeting between a Blue and Red member. Consider next the history where a player observes

No Invest from a match with an Red player when young, a “bad” outcome. In fact, this history

works the same as in the previous example since the No Invest by a Red member is a relatively

favorable history towards a player’s own group if the player matched to the Red member is a Blue

member, but it is an unfavorable history toward the player’s own group if the player matched to

the Red member is also an Red member, and so both players will choose East. This time, however,

the polarization-reducing effect dominates the polarization-amplifying effect due to the same law

of likes meeting likes since a matching between two Red members in youth is more frequent than

a Red-Blue match.

Hence, if the overall probability of generating the Invest equilibrium is greater than the proba-

bility of generating the No Invest equilibrium, the location equilibrium yields a dynamical system

in which polarization is increasing. Yet, the convergence outcome is subtle: the dynamical system

may not result in polarization, despite the strict monotonicity. Specifically, without any exogenous

force in each period, the state variable representing the difference in location choice probabilities

is always smaller than the period-specific fixed point of the system characterizing the population

difference, which is always moving over time. In the absence of any frictions, the limiting outcome

is a completely mixed state where both Red and Blue group members can be found in one or both
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locations.

However, suppose that only some proportion of agents make endogenous location decisions; the

remaining proportion follow exogenous, systematic polarization forces in their parent’s locations.

In that case, for a given amount of systematic polarization, there exists a corresponding initial

population difference between the two locations such that each period’s state variable is always

greater than the period’s moving fixed point in every period.3 The resulting dynamical system

leads, in the limit, to a perfectly polarized society with all members of the Blue group located in

one location and all members of the Red group in the other location as opposed to the completely

mixed state.

Our paper is related to several different literatures. First, our paper is related to the matching

literature where the seminal work of Becker (1973) examines conditions under which an assortative

matching arises as an equilibrium (see further contributions by Shimer and Smith (2000), Legros

and Newman (2002, 2007) among others). However, the focus of this literature is on the stability

of such equilibria (formally the core property); there is no strategic interaction between players in

these models unlike in our approach. We also consider a decentralized matching process but with

strategic interaction between agents under incomplete information, which, more importantly, allows

us to study a dynamical procedure on matching unlike the focus on the core. The most closely

related matching papers to this paper thus can be divided into two branches. The first strand

considers a centralized matching setup with two-sided incomplete information. In Damiano and Li

(2007), a platform assigns agents to two different places (where they are randomly matched with

one another within each place) to induce truth-telling and thereby achieve the second-best solution.

Board (2009) and Hoppe, Moldovanu and Ozdenoren (2011) also study centralized matching with

two-sided incomplete information. The approach is more suitable for two-sided markets with a

principal such as a platform, but for the environment we study exploring how biased beliefs and

polarization arise dynamically, a decentralized matching process is imperative. The second strand

of the related matching literature combines decentralized two-sided matching models with search

frictions and complete information about subject types resulting in the sorting of players by type,

e.g., Morgan (1995), Burdett and Coles (1997), and Smith (2006). In these papers, there exist

matching equilibria where players form clusters and interact only with members of those clusters.

As type quality is complementary in production and players are impatient, segregation improves

market efficiency by reducing search costs and the negative externalities from matchings with low

types. Our approach differs from this literature in that players face uncertainty about player types

and engage in multiple trades over time with different partners. Players can only condition on group

membership and their own histories of interactions so that belief updating plays an important role.

Importantly these beliefs are are two-sided and determine where agents decide to locate. Those

location choices in turn, affect the probabilities with which agents meet other agents from the two

groups.

Second, our paper is related to the literature on private monitoring in dynamic, non-cooperative

games (see, e.g., Kandori (2002) for an introduction). Research on the learning of a population

distribution under private monitoring can be found in Yoo (2014), but the analysis in that paper

applies to a setting with a single group distribution and matching within that single group.

Third, our paper makes use of and advances the monotone comparative statics analysis of

3We restrict attention to a Markov location equilibrium, and also provide conditions that rationalize it.
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Milgrom and Shannon (1994). To show polarization, we need to make comparisons between homo-

geneous matches among members of the same group and heterogeneous matches among members

of different groups, which is necessary to identify a set of histories favorable toward a player’s own

group and thereby generate a dynamical system. However, comparisons between different types

of mappings are difficult using the standard monotone comparative statics approach. Therefore,

we construct an auxiliary mapping with a parameter in order to connect the two mappings in the

spirit of Homotopy. The parameterized monotone comparative statics analysis is another separate

contribution of this paper

Finally, the topic of polarization has been studied by many other authors. As noted earlier, this

literature mainly considers preference-based explanations for sorting following the seminal work of

Schelling (1971) and Tiebout (1956)). For instance, the literature on “echo chambers” (see Levy

and Razin (2019) for a recent survey) provides theoretical models and evidence for segregation of

individuals with like-minded individuals and how such segregation impacts agents’ beliefs about

the merits of such segregation resulting in self-fulfilling echo chambers.

There is also a literature on network-based explanations for sorting and polarization (see Jackson

(2014) for a recent survey). This literature has followed two different approaches. First, there can

be complementarities in agents’ beliefs as in Peski (2008) or preferences for similar strategic choices.

For instance, Baccara and Yariv (2016) show in an endogenous network formation game setting, how

polarized groups consisting of extreme partisans for either of two public projects can mitigate free-

riding problems. Second, agents can have abilities to communicate or coordinate with other agents

of the same type, e.g., Galeotti, Ghiglino and Squintani (2013), Calvó-Armengol, De Mart́ı and Prat

(2015). For instance, Kets and Sandroni (2019) suppose that a player’s own mental state is more

aligned with the mental states of own group members than with members of other groups so that

a desire to reduce strategic uncertainty can lead to full segregation by group identity. By contrast,

our model has neither preferences for homophily nor any special communication channels that are

exclusive to either group. In our environment, agents are “born innocent” without any biases for

interacting with members of their own group or the other group and it is mainly uncertainty about

each group’s type distribution together with private monitoring and Bayesian updating that results

in the sorting of players by type into two different locations.

Regarding systematic polarization, it is well documented that social media can play a role in

fostering and sustaining such polarization (see Zhuravskaya, Petrova and Enikolopov (2020) for a

recent survey). We also capture the notion that social media can have an exogenous, amplifying

effect for increasing interactions with members of one’s own group, but in our setting, this am-

plification effect is systematic and applies equally to both groups. Thus, we view our results as

providing weaker conditions for segregation or polarization than are obtained under assumptions

of homophilic preferences or special group-specific communication or coordination facilities.

We note that our approach is related to a research agenda in Sociology and Social Psychology

that has sought to find minimal conditions for the rise and maintenance of group identities. In one

famous example, the “Robbers Cave” experiment of Sherif et al. (1961), 12-year boys were arbi-

trarily divided up into two groups at a summer camp and developed intense group identities and

rivalries despite the fact that all of the boys were initially unknown strangers to one another and all

came from similar middle-class backgrounds. The work of Sherif and associates led Tajfel (1974)

and associates to develop the “minimal group paradigm” of social psychology, an experimental
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protocol that seeks to understand in-group/out-group biases starting from the most minimal initial

group conditions. The aim is to explicitly rule out preference-based explanations for intergroup

discrimination, e.g. due to prejudice, conflict or stereotypes, as we do here as well, so as to under-

stand the effects of minimal group assignment. As Chen and Li (2009) have shown in experiments

involving economic games, the use of this minimal group paradigm often suffices to generate large

differences between the treatment of in- and out-group members.4 In this paper, we also provide

a model of how such in- and out-group distinctions can come about following in the spirit of the

minimal group paradigm by making only an arbitrary initial group assignment to the players in our

game, who are otherwise ex-ante identical, and we further show that polarization is not inevitable;

it is also possible to have a completely mixed state and we provide conditions under which either

outcome can arise. The focus of our paper is, however, to identify the underlying forces leading to

such outcomes, that is, the origin of polarization.

In the next section, we introduce our model. In Section 3, we discuss exogenous location

choice. In Sections 4 and 5, we derive equilibrium conditions for the investment and endogenous

location choice stages of our game. In Section 6, we characterize the social dynamics of our game

and establish the main polarization results. Finally, Section 7 provides discussion and Section 8

concludes. All the proofs are collected in an appendix

2 Model

There are two groups, Blue and Red, denoted by g ∈ {B,R}, with the same group size, unit mass.

Members from the two groups meet a partner to play a stage game in one of two locations, East

or West, denoted by ` ∈ {E,W}. All members live two periods, youth and old age and make three

lifetime decisions. Both young and old make an investment decision in each period. Then, only the

young members make a location decision as to where they will reside in old age. Formally, given

an initial population composition at t = 0, for t = 1, 2, ..., each individual born at period t−1 faces

a decision problem in each of the following three phases:5

Period t−1: young members are born in their parent’s location at time t−1 and are members

of the same group g as their parent. These young members are then randomly paired with

members of their same (young) generation to play a stage game in the location of their birth.

Interim period: At the end of period t−1, young members choose whether to move to location

E or W , where they will reside in old age, period t.

Period t: all old members of the t− 1 generation are randomly paired with other members of

their same (old) generation to play the stage game one final time in the location they chose

for old age.

4There is also some non-experimental evidence that group sorting and identity is not entirely preference-based.

Specifically, Kossinets and Watts (2009) examined 7,156,162 messages exchanged by 30,396 e-mail users at a large

university over a 270-day period and found that similar individuals, e.g., in terms of age, gender, field of study,

location etc., are more likely to communicate with one another than with others who are more different or distant.

5Here, the young player’s parent does not necessarily mean the parent through any blood ties per se in a physical

location. Rather, it can mean any older generation player of the same group identity who has strong (parental-like)

influence over the young even in an online space.
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Invest No Invest

Invest d(θi), d(θj) d(θi)− 1, 0

No Invest 0, d(θj)− 1 0, 0

Table 1: The stage game

Hence, in each period t = 1, 2, ..., young members are born into the same group identity and

location as their parent, and the young and the old are randomly matched with members of their

own generation to play the same stage game.6 The stage game is called the investment stage, and

the interim phase is referred to as the location stage.

In the investment stage, each player chooses an action a of whether to invest I or not N ,

which yields player i payoff u(ai, aj , θi), where θi (θj) is row (column) player i’s (j’s) ability or

type. This 2 × 2 game, without loss of generality, can be normalized as shown in Table 1 if

u(ai, aj , θi) satisfies increasing difference.7 The increasing difference relationship implies that there

is a strategic complementarity between two players. However, in contrast to preference-based

polarization papers, the complementarity of this model satisfies color-blindness; that is, regardless

of the matching with a same group member or with a different group member, the degree of

complementarity is identical. We assume that d(·) is continuously strictly increasing in order to

induce a threshold equilibrium for the stage game.

A player’s type, θi, is private information, while his group is perfectly identifiable. As in a

typical Bayesian game, it is common knowledge that θi is drawn from a cumulative distribution

(absolutely continuous) Fg for g ∈ {B,R} with support Θ ≡ [θ, θ], but, differently, no player knows

the true distribution in this model. Hence, there is uncertainty about each group’s distribution

as well as uncertainty about a matched player j’s type. Each group’s distribution can be either

FX or FY , so that there are four possible combinations, {FX , FY } × {FX , FY }, for the two-group

distributions (FB, FR). Given the observable group identity, for each meeting in location `, three

types of matchings are possible: two types of homogeneous (same group) matches, (B,B), (R,R),

denoted by m = S, and one type of heterogeneous (or asymmetric group) match, (B,R), denoted

by m = A.

The young player’s payoff does not depend on any history since the young player’s beliefs are

not inherited from the player’s parent, an old player, while his location when young is inherited

from the parent. That is, young players have an unbiased belief that FX and FY are equally

likely for both groups or that π1 = 1
2 , where π1 denotes the prior belief in youth that a group’s

distribution is FX .8 A young agent i in the investment stage game anticipates that his matched

6By focusing on intra-generational meetings – between young and between old members – we can utilize a sym-

metric equilibrium, even for matching between Blue and Red, i,e,, heterogeneous matches, which makes our analysis

tractable.

7A 2× 2 game can be parameterized with dI(θi) ≡ u(I, I, θi)− u(N, I, θi) and dN (θi) ≡ u(N,N, θi)− u(I,N, θi),

where dI(θi) (resp. dN (θi)) denotes the loss that player i incurs when player i unilaterally deviates from the action

profile (I, I) (resp. (N,N)). Then, a 2 × 2 game can be normalized as the stage game in the figure by d(θi) ≡
dI(θi)/(dI(θi)+dN (θi)) if dI(θi)+dN (θi) > 0, where dI(θi)+dN (θi) > 0 iff u(ai, aj , θi) satisfies increasing difference,

u(I, I, θi)− u(I,N, θi) > u(N, I, θi)− u(N,N, θi).

8Henceforth, we will adopt subscripts 1 and 2 to indicate difference in beliefs, actions and histories between young

and old agents.
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player j chooses No Invest with probability Pr(N |kj), where kj is player j’s threshold for investing

such that player j chooses Invest if θj > kj ; No Invest otherwise. Thus, a choice of Invest yields

player i the expected payoff

d(θi)− Pr(N |kj). (1)

If player i, on the other hand, chooses No Invest, his payoff is 0. With no initial bias, in each

location ` and matching m, Pr(N |kj) = π1FX(kj) + (1− π1)FY (kj) with π1 = 1
2 .

The history of play from this stage game among the young not only affect each player’s in-

vestment decision when he or she is old; in anticipation of a future payoff, this history of play

also affects each young player’s location decision. We let π2(I) and π2(N) denote an old player’s

belief about the probability that the distribution of a matched partner’s group is FX given that he

observed I and N from the group member, respectively. By Bayes rule, an old player’s beliefs are

updated as follows:

π2(I) =
(1− FX(k1))π1

(1− FX(k1))π1 + (1− FY (k1))(1− π1)
; and π2(N) =

FX(k1)π1

FX(k1)π1 + FY (k1)(1− π1)
, (2)

whereas no match with a group yields no update for that group. Then, an old player’s payoff has

a payoff structure similar to (1), but the probability that his matched player j chooses No Invest

depends on his or her history of play from the investment stage game when young and the belief

updating in (2), which is the subject of intensive study in Section 4.

In what follows, we rely on the following four assumptions.9

(A1) For each r ∈ {X,Y }, if Fr is the true distribution, then there exists an interior kr.

(A2) There exists a subinterval Γ of Θ such that Γ ≡ {θ ∈ Θ : FX(θ) < FY (θ)}.
(A3) For each pair θ′ > θ in Γ, d(θ′)− d(θ) ≥ 1

2 [FX(θ′)− FX(θ)] + 1
2 [FY (θ′)− FY (θ)].

(A4) Monitoring is private.

By restricting the class of distributions that satisfy (A1), we guarantee interior solutions for the

young and old player’s equilibrium in subsequent sections, and we use the first-order stochastic

dominance (A2) in the local sense to define FX as the “better” distribution on a subinterval of the

support. We make assumption (A3) for two reasons that concern the young player’s equilibrium

outcomes, which turns out to be useful for the old player’s equilibrium outcomes as well. First,

by (A3), the stochatically dominant distribution, FX , yields a lower threshold, kX < kY , meaning

that there is a higher probability of choosing Invest for r = X.10 We may call [kX , kY ] the effective

support in the sense that all equilibrium thresholds arise in that interval. Second, by (A1), there

exists an interior equilibrium threshold, k1, for the young such that

d(k1) =
1

2
FX(k1) +

1

2
FY (k1). (3)

9For each r ∈ {X,Y }, if Fr was known to be the true distribution, then Invest yields player i the expected

payoff d(θi)− Fr(kj), so Fr(kj) is the expected probability that j does not invest. By (A1), there exists an interior

equilibrium threshold, kr, satisfying d(kr) = Fr(kr) if Fr was known to be the true distribution.

10Note that (A3) implies that for any pair θ′ > θ in Γ, d(θ′) − d(θ) ≥ Fr(θ
′) − Fr(θ) for at least one r ∈ {X,Y }.

Suppose, on the other hand, kX ≥ kY . Then by (A1)-(A2), d(kX)− d(kY ) = FX(kX)− FY (kY ) < Fr(kX)− Fr(kY )

for all r, which yields a contradiction for both kX = kY and kX > kY , in particular, the latter with (A3).
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Then, by (A3), there exists a unique k1, and further, with the monotone mapping d−1
(

1
2FX(k1) +

1
2FY (k1)

)
, for a given comparative statics change from (X,Y ) to (X ′, Y ′) such that FX′(θ) +

FY ′(θ) < FX(θ) + FY (θ), k1 decreases from such a change, which is indeed intuitive. For con-

creteness, Figure 1 shows two example distributions FX(θ) = θ and FY (θ) = 1−e−λθ
1−e−λ for θ ∈ [0, 1]

together with d that satisfy assumptions (A1)-(A3).

θ0

FX

FY

1
2FX + 1

2FY

kX kY

d(θ)

1

Figure 1: d(θ) and Fk and satisfying (A1)-(A3)

The private monitoring assumption (A4) means that each player observes only his own history,

anticipating his partner’s history. It follows that a group g old player’s strategy for each m ∈ {S,A}
is a function of both his type θ and history ωm2 such that s2(θ, ωm2 ) = I if θ > kt(ω

m
2 ) and N

otherwise, where kt(ω
m
2 ) denotes the old player’s threshold value that depends on history ωm2 . Note

that this threshold comes with a time t subscript since the old player’s equilibrium, unlike the young

player’s equilibrium threshold k1, can depend on the same group matching probability, denoted by

qt−1 and defined below. This matching probability serves as the long-term memory of the system,

though players in the model have only 1 period histories and don’t inherit any beliefs from their

parents.

Assumption (A4) together with the type uncertainty and the likelihood of meeting a group

member in either location is a distinct and important feature of our model.

3 Benchmark: exogenous location choice

Before embarking on endogenizing the probabilities with which players move to either location, we

consider a benchmark case where the probability of moving to a location is exogenously given. We

shall later use this benchmark case to derive players’ location decisions endogenously as well as the

properties of the population dynamics.

Let PBt (PRt ) denote the probability that B (R) group members move to meeting location E.

Then the proportion of B members in E is
PBt

PBt +PRt
and the proportion of B members in the other

location W is
1−PBt

2−PBt −PRt
. With these definitions, the overall probability, in both locations, that a
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E

W

E W

PB
t

PR
t

1− PB
t

1− PR
t

PB
t PR

t 1− PB
t 1− PR

t

Figure 2: Same & different group matching probabilities

player is matched with a member of their same group, denoted by qt, is given by

qt =
PBt + PRt − 2PBt PRt(

PBt + PRt
) (

2− PBt − PRt
) . (4)

So long as PBt and PRt are different, matchings with a same group member are more likely than

matchings with a different group member.

Lemma 1 (Natural law of likes meeting likes) The homogeneous group matching probability, qt, is

greater than the heterogeneous group matching probability 1− qt, if PBt 6= PRt .

The law is powerful; yet can be straightforwardly understood. The same group matching

probability from a B member’s point of view is qBt =
(PBt )2

PBt +PRt
+

(1−PBt )2

2−PBt −PRt
and that from a R

member’s point of view is qRt =
(PRt )2

PBt +PRt
+

(1−PRt )2

2−PBt −PRt
, both of which yield (4), that is, qBt = qRt = qt.

On the other hand, the different group matching probability from either group member’s point of

view is qBRt =
PBt PRt
PBt +PRt

+
(1−PBt )(1−PRt )

2−PBt −PRt
. By the simple algebra, we have qBt + qRt ≥ (>) 2qBRt =

2qt ≥ (>) 2qBRt for all PBt , PRt (PBt 6= PRt ), as illustrated in Figure 2, where the shaded area with

diagonal lines depicts qBt +qRt , whereas the area with horizontal lines depicts 2qBRt . In other words,

there is an underlying force that generically makes matches with members of the same group more

frequent. The probability qt is a state variable in the subsequent development of the endogenous

location decision and population dynamics of the game we study.

4 Investment stage equilibrium

The equilibrium investment choice of the young player has already been characterized by the equi-

librium threshold (3) in Section 2. In this section, we focus on the old player’s investment stage

equilibrium behavior which requires belief updating unlike the young’s. Since we search for a sym-

metric equilibrium for two matched players in both a homogeneous match and a heterogeneous

match throughout our analysis, to simplify notations, we drop i and j from the subscripts in what

follows.
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4.1 Homogeneous match

We first consider the case where an old player is matched with a member of his same group, m = S.

Similar to the young player’s payoff in (1), the essential element of the old player’s expected payoff

from Invest is his belief about the probability that his matched partner chooses No Invest. For

the old player, this probability Pr(N |ωS2 ,kSt ) may depend on how good is the distribution of the

matched partner’s group – the same group in this case – and the partner’s strategy of choosing

No Invest given the history from youth. Thus, the group evaluation is conditional on the player’s

past observation. We let ωS2 denote an old player’s history for a homogeneous match, where

ωS2 ∈ ΩS
2 ≡ {I, ∅, N}; specifically, from the same group member, when young, if the player observed

Invest, ωS2 = I, while if the player observed No Invest, ωS2 = N , and if the player was matched with

a different group member, then nothing is observed from the same group, i.e., ωS2 = ∅.
The history-contingent stage game threshold is denoted by kSt (ωS2 ) for ωS2 ∈ ΩS

2 . In addition,

we denote a homogeneous match equilibrium profile of the old player’s stage game thresholds by

kSt ≡
(
kSt (ωS2 )

)
{ωS2 ∈ΩS2 }

and a profile including the youthful k1 threshold, by kSt ≡ (k1, k
S
t ). Then,

an old player in match m = S obtains an expected payoff from Invest equal to

USt (θ, ωS2 ,k
S
t ) = d(θ)− Pr(N |ωS2 ,kSt ), (5)

and, as in the young player case, No Invest yields a payoff 0. The probability of a matched partner

choosing No Invest is derived as Pr(N |ωS2 ,kSt ) = π2(ωS2 )XS
t (kSt ) + (1− π2(ωS2 ))Y S

t (kSt ), where the

history-contingent probabilities are given by

XS
t (kSt ) = qt−1(1− FX(k1))FX(kSt (I)) + qt−1FX(k1)FX(kSt (N)) + (1− qt−1)FX(kSt (∅)),

Y S
t (kSt ) = qt−1(1− FY (k1))FY (kSt (I)) + qt−1FY (k1)FY (kSt (N)) + (1− qt−1)FY (kSt (∅)).

(6)

For example, given a homogeneous match (B,B), conditional on r ∈ {X,Y }, with probability qt−1

from (4), the matched B player met another B player previously when young, and with probability

(1−Fr(k1)), he observed Invest from that partner, where k1 is the equilibrium stage game threshold

when young from (3).11 For the observation, a corresponding threshold is given as kSt (I). Together,

this yields the first term in (6), and the other two terms can be derived accordingly.

A homogeneous match equilibrium is defined such that for each ` ∈ {E,W} and every ωS2 ∈
{I, ∅, N},

d(kSt (ωS2 )) = π2(ωS2 )XS
t (kSt ) + (1− π2(ωS2 ))Y S

t (kSt ). (7)

Unlike the equilibrium for the young in (3), the old player’s equilibrium is a fixed point of a

multivariable mapping. Formally, denote ΦS
t (kSt , ω

S
2 ) ≡ d−1

(
π2(ωS2 )XS

t (kSt )+(1−π2(ωS2 ))Y S
t (kSt )

)
,

where recall that kSt ≡ (k1, k
S
t ). Then, a homogeneous match equilibrium is a fixed point of a

mapping ΦS
t : [θ, θ]3 → [θ, θ]3 that is defined as

ΦS
t (kSt ) ≡

(
ΦS
t (kSt , ω

S
2 )
)
{ωS2 ∈ΩS2 }

. (8)

11The probability of observing any history is not location specific, precisely because all the young members choose

the same k1. For instance, qt−1(1− FX(k1)) in the first term of XS
t (kSt ) is given by

PBt−1

(
PBt−1

PBt−1 + PRt−1

)
(1− FX(k1)) + (1− PBt−1)

(
1− PBt−1

2− PBt−1 − PRt−1

)
(1− FX(k1)) = qt−1(1− FX(k1)),

where the first term is the same group matching probability times the probability of observing I in the East, whereas

the second is that in the West.
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More interestingly, a homogeneous match results in the following monotonicity relationship: For

each pair ωS2 , ω̂
S
2 satisfying π2(ω̂S2 ) > π2(ωS2 ), we have kt(ω̂

S
2 ) < kt(ω

S
2 ).12

Proposition 1 Suppose (A1)-(A4). Then for each t = 1, 2, ..., a homogeneous match equilibrium

profile of the old player’s thresholds satisfies monotonicity in that

kSt (I) < kSt (∅) < kSt (N).

This result is intuitive. If a B member observes Invest from another B member when they were

young, his updated belief that the B group is more likely to have a good distribution results in a

lower stage game threshold when old, kSt (I) – a higher probability of choosing Invest – which yields

the first inequality, and the same argument works for the second inequality. For homogeneous

group matches among old members, the history of play in interactions with members of the other

group in youth is irrelevant, but this will no longer hold in the case of heterogeneous matches as

shown in the next subsection.

4.2 Heterogeneous match

In the case where an old player is matched with a member of the other group – as in the young

player’s payoff from Invest in (1) and the homogeneous payoff in (5) – the old player’s beliefs about

the probability that his matched partner will choose No Invest, Pr(N |ωA2 ,kAt ), play an essential

role. However, in this case, the probability depends both on how good his own group is and how

good the matched partner’s group is, apart from the partner’s strategy of choosing No Invest given

each history. That is, unlike in the homogeneous match case, histories from both the same or the

other group can matter in the heterogeneous match case since each player cares not only about

how good the other group is but also how the matched partner of the other group evaluates his

own group.

The subtle role of the histories of play for the behavior of agents in old age, heterogeneous

matches, can be illustrated as follows. Consider a B player who is matched with a member of

the R group when old. If the B player was matched with a member of his own B group in youth

and experienced a good “Invest” outcome, then the B player thinks it more likely that his old R

member match may also have had a good experience with the B group in youth, which makes the

B player more likely to choose Invest in the old age match with the R member. Suppose, instead,

that the B player was matched with a member of the R group in youth and also experienced a

good Invest decision. This also increases the likelihood that the B player will invest in the old age

match with the R member since the B player is more optimistic about the distribution of the R

group. As we show below in Proposition 2, the latter effect is stronger than the former so that the

B player is more likely to invest in the old age match with an R member if he observed a member

of the R group investing in the past than if he observed a member of his own B group investing in

the past (see the first inequality of Proposition 2).

12Note that to simplify the notations in both this homogeneous match and a heterogeneous match below, we omit

qt−1, but all functions depend on qt−1, the previous “stock” – as well as other parameters like FX and FY – so the

exact value of kt(ω
S
2 ) changes as qt−1 changes. Nonetheless, the monotonicity holds regardless of qt−1 > 1/2. The

role of qt−1 becomes apparent in Proposition 3 and especially in dynamics in Section 6.
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To analyze it formally, let an old player’s history for a heterogeneous match be denoted by

ωA2 ∈ ΩA
2 ≡ {I|∅, ∅|I, ∅|N,N |∅}. The first observation is one from the matched partner’s group

(different group) and the second observation is from the old player’s own group, when the old

player was young; for example, from the B player’s perspective, ∅|I indicates that previously, the

Blue (B) member was not matched with a Red (R) member, instead observing Invest from another

B member. The corresponding threshold is written as kAt (ω2) for ωA2 ∈ ΩA
2 . A heterogeneous match

equilibrium profile of the old player’s thresholds is written as kAt ≡
(
kAt (ωA2 )

)
){ωA2 ∈ΩA2 }

, and a profile

including the youthful k1 threshold is written as kAt ≡ (k1, k
A
t ).

Thus, an old player in m = A obtains an expected payoff from Invest equal to

UAt (θ, ωA2 ,k
A
t ) = d(θ)− Pr(N |ωA2 ,kAt ). (9)

Note that in contrast to the homogeneous case in (5), even conditional on the matched R group

distribution r = XR or r = Y R, the uncertainty with respect to the player’s own B group still

remains. This can be captured by the following probabilities:

p2(I|ωB2 ) ≡ π2(ωB2 )(1− FX(k1)) + (1− π2(ωB2 ))(1− FY (k1)),

p2(N |ωB2 ) ≡ π2(ωB2 )FX(k1) + (1− π2(ωB2 ))FY (k1).
(10)

That is, p2(I|ωB2 ) (resp. p2(N |ωB2 )) is an old B member’s belief that his matched R player, in

youth, observed Invest (resp. No Invest) from another B player previously.

A heterogeneous match equilibrium is defined such that for each ` ∈ {E,W} and every ωA2 ∈ ΩA
2 ,

d(kAt (ωA2 )) = π2(ωR2 )XA
t (kAt , ω

B
2 ) + (1− π2(ωR2 ))Y A

t (kAt , ω
B
2 ). (11)

One has to interpret equation (11) carefully. On the left-hand side (LHS), kAt (ωA2 ) is from an old

B player’s point of view, that is, ωA2 = ωR2 |ωB2 , which is incorporated into π2(ωR2 ) and π2(ωB2 )

through p2(·|ωB2 ) in XA
t (kAt , ω

B
2 ) and Y A

t (kAt , ω
B
2 ) above. On the right-hand side (RHS), kAt is a

vector of thresholds taken by the matched old R player, so a history inside any such threshold is

interpreted as ωB2 |ωR2 , i.e., from R’s perspective. Extending a homogeneous match equilibrium in

(8), a heterogeneous match equilibrium is a fixed point of a mapping ΦA
t : [θ, θ]4 → [θ, θ]4 that is

defined as

ΦA
t (kAt ) ≡

(
ΦA
t (kAt , ω

A
2 )
)
{ωA2 ∈ΩA2 }

, (12)

where ΦA
t (kAt , ω

A
2 ) ≡ d−1

(
π2(ωR2 )XA

t (kAt , ω
B
2 ) + (1− π2(ωR2 ))Y A

t (kAt , ω
B
2 )
)

(see the proof of Lemma

2 for more details).

Unlike XS
t (kSt ) and Y S

t (kSt ) in the homogeneous match case, since XA
t (kAt , ω

B
2 ) and Y A

t (kAt , ω
B
2 )

depend on ωB2 , it is not straightforward to find a monotonicity result for a profile of the old player’s

thresholds kAt . While, to some degree, the monotonicity between kAt (∅|I) and kAt (∅|N) and that

between kAt (I|∅) and kAt (N |∅) resemble those found in the homogeneous case in Proposition 1,

monotonicity between kAt (I|∅) and kAt (∅|I) or that between kAt (N |∅) and kAt (∅|N) demands a whole

new approach. The lemma below is the first step in this direction.

Lemma 2 Suppose (A1)-(A4). Then a heterogeneous match equilibrium profile of the old player’s

thresholds satisfies the following properties: for each r ∈ {X,Y },

(i) d(kAt (I|∅))−d(kAt (∅|I)) < qt−1(π2(IR)−π2(∅R))(FY (k1)−FX(k1))
[
Fr(k

A
t (∅|I))− Fr(kAt (∅|N))

]
,
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(ii) d(kAt (N |∅))−d(kAt (∅|N)) > qt−1(π2(NR)−π2(∅R))(FY (k1)−FX(k1))
[
Fr(k

A
t (∅|I))− Fr(kAt (∅|N))

]
,

(iii) d(kAt (∅|I))−d(kAt (∅|N)) = (1−qt−1)
2 (π2(IB)−π2(NB))[FY (k1)−FX(k1)]

[
FX(kAt (I|∅))− FX(kAt (N |∅))
+FY (kAt (I|∅))− FY (kAt (N |∅))

]
.

To establish a monotonicity result for a heterogeneous match, we first prove that kAt (N |∅) >
kAt (I|∅) in the following proposition. Once this is shown, then, Lemma 2 (iii) implies that kAt (∅|N) >

kAt (∅|I), which in turn can be incorporated into Lemma 2 (i) and (ii) to obtain kAt (I|∅) < kAt (∅|I)

and kAt (N |∅) > kAt (∅|N), respectively.

Proposition 2 Suppose (A1)-(A4). Then, for each t = 1, 2, ..., a heterogeneous match equilibrium

profile of the old player’s thresholds satisfies monotonicity in that

kAt (I|∅) < kAt (∅|I) < kAt (∅|N) < kAt (N |∅).

Hence, in a heterogeneous match (B,R), as discussed earlier, the relationship kAt (I|∅) < kAt (∅|I)

means that a B player is more likely to invest if he observed Invest from an R player than if he

observed Invest from another B player when young, but the relationship kAt (∅|N) < kAt (N |∅) means

that a B player is more likely to invest if he observed No Invest from another B player when young

than if he observed No Invest from an R player when young. In sum, the experience with a young R

player in the past reinforces his investment decision with a matched old R player in either direction,

compared with the same experience with a young B player.

Interestingly, if the B player has no youthful history with an R player then kAt (∅|I) < kAt (∅|N).

The intuition is that if the old B player met a B player in youth who chose to Invest (No Invest),

then the old B player believes that his current matched R partner is more likely to have also had

a good (bad) experience with a B player when he was young, making the old B player more (less)

likely to choose Invest in the match with the old R player.

5 Location stage equilibrium

In this section, we use the investment stage equilibrium characterizations from homogeneous and

heterogeneous matches to determine a location stage equilibrium. That is, given beliefs about which

location has more of the same group members, each player optimally chooses whether they want

to locate in the East or the West, comparing the two future payoffs when old: one from meeting

with the same group member and another from meeting with a different group member. For this

analysis, we introduce the notation ω2 = (ωB2 , ω
R
2 ) with a fixed order, unlike ωA2 . Recall that in

a heterogeneous match of the investment stage, an equilibrium is properly defined only when the

history ωA2 takes the group player’s own point of view with the observation from the matched

partner’s group – a different group – first. By contrast, a location stage equilibrium considers both

homogeneous and heterogeneous matches, which requires a more “neutral” notation.

Let PBt (ω2, `
B
t ) denote a player’s beliefs given history ω2 about the proportion of B players

located in E among B members in period t, and PRt (ω2, `
R
t ) be his belief given history ω2 about the

proportion of R players located in E among R members in period t. In this section, we consider the
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case where PBt (ω2, `
B
t ) 6= PRt (ω2, `

R
t ), and we deal with the remaining case in the next section.13

The location decision made by a player who is a member of group g ∈ {B,R} and who resides in

either location is given by a mapping

`gt : Ω2 → {E,W}, (13)

where Ω2 ≡ {(I, ∅), (∅, N), (N, ∅), (∅, I)}. We consider a B player without loss of generality. If a B

player chooses E, he obtains the expected payoff

V B
t (E, θ, ω2, `t) =

PBt (ω2, `
B
t )

PBt (ω2, `Bt ) + PRt (ω2, `Rt )
USt (θ, ωS2 ,k

S
t )+

PRt (ω2, `
R
t )

PBt (ω2, `Bt ) + PRt (ω2, `Rt )
UAt (θ, ωA2 ,k

A
t ),

where `t ≡ (`Bt , `
R
t ). If, on the other hand, the B player chooses W , he obtains the expected payoff

V B
t (W, θ, ω2, `t) =

1− PBt (ω2, `
B
t )

2− PBt (ω2, `Bt )− PRt (ω2, `Rt )
USt (θ, ωS2 ,k

S
t )+

1− PRt (ω2, `
R
t )

2− PBt (ω2, `Bt )− PRt (ω2, `Rt )
UAt (θ, ωA2 ,k

A
t ).

We now provide a formal definition for a location equilibrium `t = (`Bt , `
R
t ) at each period t.

Definition 1 `t is said to be a location (Bayesian) equilibrium at t = 1, 2, ... if for each g ∈ {B,R}
and every (θ, ω2) ∈ Θ× Ω2,

(i) V g
t (`gt (ω2), θ, ω2, `t) ≥ V g

t (`, θ, ω2, `t) for all ` ∈ {E,W}.
(ii) PBt (ω2, `

B
t ) = E

[
1{`Bt (ω̃2)=E} | ω2

]
and PRt (ω2, `

R
t ) = E

[
1{`Rt (ω̃2)=E} | ω2

]
.

The first condition (i) addresses optimality and the second condition (ii) addresses consistency

such that each player’s expectations about the other players’ location strategies are correct. For

example, consider a player with ω2 = (I, ∅) who forms beliefs about PBt (ω2, `
B
t ) by expecting `Bt (ω̃2)

for all ω̃2 ∈ Ω2, where ω̃2 denotes a history that the other player can have, and in equilibrium, the

expectations must be correct in the sense that they are identical to the actual equilibrium choices

of players with other histories. However, this does not mean that PBt (ω2, `
B
t ) = PBt from (4); that

is, rational expectations are not stretched to the degree that players are capable of expecting the

exact number of B members in E based on the true distributions.

Specifically, the beliefs, PBt (ω2, `
B
t ) and PRt (ω2, `

R
t ), can be derived such that

PBt (ω2, `
B
t ) = qt−1p(I|ωB2 )1{`Bt (I,∅)=E} + (1− qt−1)p(N |ωR2 )1{`Bt (∅,N)=E}

+ qt−1p(N |ωB2 )1{`Bt (N,∅)=E} + (1− qt−1)p(I|ωR2 )1{`Bt (∅,I)=E},
(14)

and

PRt (ω2, `
R
t ) = (1− qt−1)p(I|ωB2 )1{`Rt (I,∅)=E} + qt−1p(N |ωR2 )1{`Rt (∅,N)=E}

+ (1− qt−1)p(N |ωB2 )1{`Rt (N,∅)=E} + qt−1p(I|ωR2 )1{`Rt (∅,I)=E}.
(15)

13If PBt (ω2, `
B
t ) = PRt (ω2, `

R
t ), then players are indifferent between moving to E or W , which means that for

the same history, some portion of members of the same group with that history can choose one place, whereas the

remaining portion can choose the other place to yield the equality. However, if not, a set of location equilibria reduces

to a simple class, as will be shown subsequently.
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Consider (14) and further, for instance, ω̃2 = (I, ∅) as a history that the other player can have

among the four possible histories. Then, qt−1p(I|ωB2 )1{`Bt (I,∅)=E} means that a player with history

ω2 reasons, based on his own experience ω2, that with probability qt−1, an arbitrary B player

met with a member of his own group and with probability p(I|ωB2 ), this other player observed

I, and if a B player with ω̃2 = (I, ∅) moves to E, i.e., 1{`Bt (I,∅)=E} = 1, then that population

proportion must be counted for PBt (ω2, `
B
t ).14 The reasoning relies on p(I|ωg2) and p(N |ωg2) in (10)

from ω2 = (ωB2 , ω
R
2 ). The following lemma shows that the belief difference between PBt (ω2, `

B
t ) and

PRt (ω2, `
R
t ) plays a critical role in both group members’ location decisions, which is denoted by

∆Pt(ω2, `t) ≡ PBt (ω2, `
B
t )− PRt (ω2, `

R
t ). (16)

Lemma 3 provides an important intermediate step for how one can actually find an equilibrium

using the location equilibrium definition in Definition 1. In addition, it shows that there is no

role for a player’s intrinsic type θ in the location stage decision; consistent with the statistical

discrimination perspective, the only private information that matters for the location equilibrium

is the history of observations ω2.

Lemma 3 Suppose (A1)-(A4). Then, the payoff difference between a homogeneous match and a

heterogeneous match is equivalent to the difference in their corresponding thresholds such that

USt (θ, ωS2 ,k
S
t )− UAt (θ, ωA2 ,k

A
t ) = d(kAt (ωA2 ))− d(kSt (ωS2 )),

and in equilibrium, the optimal location decisions are given as follows.

(i) any B member with ω2 chooses E if ∆Pt(ω2, `t)
[
d(kAt (ωA2 ))− d(kSt (ωS2 ))

]
> 0.

(ii) any R member with ω2 chooses E if −∆Pt(ω2, `t)
[
d(kAt (ωA2 ))− d(kSt (ωS2 ))

]
> 0.

The intuition behind this result appears rather straightforward at first in the sense that players

will move toward the location in which they expect to earn a higher payoff. Yet, it also reveals

the delicate nature of the problem. To see that, let us delve further into the result, observing

that the condition above can be further divided into two components: d(kAt (ωA2 )) − d(kSt (ωS2 ))

and ∆Pt(ω2, `t). Now consider a particular history ω2 = (ωB2 , ω
R
2 ) from among four histories

in Ω. Then, first, we need to determine whether ω2, by incorporating ω2 into ωS2 and ωA2 , yields

d(kAt (ωA2 )) > d(kSt (ωS2 )) or not. In other words, the first critical element is to classify what histories

make each player expect such a “favorable” stance toward the player’s own group. This, however,

is not sufficient for the location equilibrium analysis, since a player with a history favorable toward

his own group wants to anticipate correctly which location has more of the same group members.

Note that the belief difference ∆Pt(ω2, `t) is based on (14) and (15) that in fact contains location

strategies for all four histories. This means that there exists a location equilibrium only when for

each history ω2 ∈ Ω, a player with ω2 chooses a location that is “compatible” with his incentive

to do so, provided that all other players with other histories make location choices that he exactly

14For PRt (ω2, `
R
t ), (1− qt−1)p(I|ωB2 )1{`Rt (I,∅)=E} means that a player with a history ω2 reasons, based on his own

experience ω2, that with probability 1− qt−1, an arbitrary R player met with a different member, a B member, and

with probability p(I|ωB2 ), he observed I, and if an R player with ω̃2 = (I, ∅) moves to E, i.e., 1{`Rt (I,∅)=E} = 1, the

portion must be counted for PRt (ω2, `
R
t ).
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expects – more (less) of his own group together with a history favorable (unfavorable) toward his

group. Since all the players choose their location strategies simultaneously, in a location stage

equilibrium, all beliefs across the two group members with four possible histories must clear in the

precise sense that they satisfy the consistency condition (ii) in Definition 1.

To tackle the first component, we start by defining a B player’s set of histories that yield

favorable and unfavorable stances toward his own group as ΩB+
2 and ΩB−

2 , respectively – recall

that a lower threshold means a higher probability of choosing Invest – such that

ΩB+
2 ≡

{
ω2 ∈ Ω2 : kAt (ωA2 ) > kSt (ωS2 )

}
and ΩB−

2 ≡
{
ω2 ∈ Ω2 : kAt (ωA2 ) < kSt (ωS2 )

}
. (17)

The corresponding sets can be defined for R players as well. Now, to identify these sets reduces

to comparing a profile of the old player’s thresholds from a homogeneous match equilibrium in

Proposition 1 with that from a heterogeneous match equilibrium in Proposition 2 in Section 4. The

two profiles of thresholds are fixed points from two mappings, one in (8) and the other in (12),

which in turn implies that the comparison requires a comparison between the two fixed points and

thus between the two mappings. Despite challenges with respect to comparing thresholds from two

different mappings – the three-dimensional homogeneous mapping ΦS
t : [θ, θ]3 → [θ, θ]3 in (8) and

the four-dimensional heterogeneous mapping ΦA
t : [θ, θ]4 → [θ, θ]4 in (12) – we employ a simple

but yet clever method to show it: an auxiliary mapping Φ̂t(·, λ) : [θ, θ]4 → [θ, θ]4 connecting them.

Specifically, we parameterize p2(·|ωB2 ) in (10) with λ ∈ [0, 1] such that for the part with XA
t ,

pX2 (I|ωB2 , λ) ≡ [1− (1− π2(ωB2 ))λ](1− FX(k1)) + (1− π2(ωB2 ))λ(1− FY (k1)),

pX2 (N |ωB2 , λ) ≡ [1− (1− π2(ωB2 ))λ]FX(k1) + (1− π2(ωB2 ))λFY (k1);
(18)

and for the part with Y A
t ,

pY2 (I|ωB2 , λ) ≡ π2(ωB2 )λ(1− FX(k1)) + [1− π2(ωB2 )λ](1− FY (k1)),

pY2 (N |ωB2 , λ) ≡ π2(ωB2 )λFX(k1) + [1− π2(ωB2 )λ]FY (k1).
(19)

If we replace (10) by (18) and (19) – we now have different values of p2 depending on X and

Y to construct the auxiliary mapping – then, as one can find in the proof of Proposition 3, it

connects the two mappings: If λ = 0, we have the symmetric model, whereas if λ = 1, we have

the asymmetric model. The monotone comparative statics idea of this paper is closely related

to Milgrom and Shannon (1994) through Tarski (1955), but it differs from their paper in that the

parameter λ is not from the model but is devised to connect two functions in the spirit of Homotopy.

Note that if λ = 0, Φ̂t(k̂
λ
t , ∅|I, λ) = Φ̂t(k̂

λ
t , ∅|N,λ), so effectively, there are three functions for λ = 0,

which is the homogeneous mapping. The auxiliary mapping’s equilibrium profile of the old player’s

thresholds is written as k̂λt ≡
(
k̂λt (ωA2 )

)
){ωA2 ∈ΩA2 }

, and a profile including the youthful k1 threshold

is written as k̂λt ≡ (k1, k̂
λ
t ). In order to make the auxiliary mapping increase in λ, we need an

additional condition. Since λ is not germane to the model, we make an additional assumption:

given m ≡ max
{
FY (k1)
FX(k1) ,

1−FX(k1)
1−FY (k1)

}
,

(A5) For each λ > 0, FX(k̂λt (N |∅)))− FX(k̂λt (I|∅)) ≥ m
[
FY (k̂λt (N |∅))− FY (k̂λt (I|∅))

]
.

This assumption requires that for increases in the probability of choosing No Invest, from k̂λt (I|∅))
to k̂λt (N |∅)), FX dominates FY for a weight m > 1.15 Assumption (A5) is satisfied for a large

15The definition m is also related to the uniqueness in Section 7.
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k̂t(N |∅)
1

Figure 3: Fk satisfying (A5)

class of distributions, and here we provide two such cases. First, initially, suppose FX(kSt (N)) −
FX(kSt (I)) ≥ m

[
FY (kSt (N)) − FY (kSt (I))

]
. If FX is convex but FY is concave on the effective

support [kX , kY ], then (A5) holds.16 This case is illustrated in Figure 3 for an example with

FX(θ) = θ and FY (θ) = 1−e−λθ
1−e−λ for θ ∈ [0, 1]. Second, one can find that a sufficient condition for

(A5) is fX(θ)
fY (θ) ≥ m, where fX(θ)

fY (θ) is the likelihood ratio, which can be called the bounded likelihood

ratio condition. In addition to the parameterized monotone comparative statics analysis, this paper

also departs from Milgrom and Shannon (1994) in that we need to determine not only whether

a fixed point increases or not but also how much it changes for the comparison, as we discuss

subsequently.

We establish the monotone comparison between two sets of thresholds for the symmetric and

asymmetric match cases. There can be multiple fixed points since (A3) is not strong enough to

guarantee uniqueness for kSt . In that case, following the typical treatment of the standard monotone

comparative statics analysis approach, we suppose that an equilibrium arises either at the largest

point or at the smallest point.17

Proposition 3 (Comparison between two types of matches) Suppose (A1)-(A5) and ∆Pt(ω2, `t) 6=
0. Then, for each t = 1, 2...., in equilibrium, for an initial population difference greater than a

critical value, the relationship between the thresholds in a homogeneous match and the thresholds

in a heterogeneous match is given as follows.

(i) kSt (I) < kAt (∅|I) and kSt (∅) < kAt (N |∅).

(ii) kSt (N) > kAt (∅|N) and kSt (∅) > kAt (I|∅).

We obtain the first set of results in (i) from the monotone comparative statics, but the second set

of results in (ii) requires that the heterogeneous equilibrium thresholds do not increase too much

(see Appendix for the formal proof). In particular, it can be readily shown that as the society

16For each λ,
FX (k̂λt (N|∅)))−FX (k̂λt (I|∅))

k̂λt (N|∅))−k̂λt (I|∅))
≥ FX (kSt (N))−FX (kSt (I))

kSt (N)−kSt (I)
and

FY (kSt (N))−FY (kSt (I))

kSt (N)−kSt (I)
≥ FY (k̂λt (N|∅)))−FY (k̂λt (I|∅)))

k̂λt (N|∅))−k̂λt (I|∅))
.

17A condition slightly stronger than (A3) can guarantee uniqueness for kSt , which is discussed in Section 7.
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Figure 4: Comparison between two matches

approaches the perfectly polarized state, that is, for qt−1 close 1, the two equilibrium thresholds,

the fixed point in (8) and the one in (12), are sufficiently close to each other that they satisfy the

second set of results.

Later on in the paper, to establish a polarization convergence result in Proposition 7, we will

need another critical value for the initial population difference that is separate from the critical

value referenced in Proposition 3. In the proof of Proposition 7, we will use the maximum of these

two critical values which will insure that Proposition continues to hold.

Summarizing the discussion to this point, Figure 4 shows the relationships between homogeneous

and heterogeneous matches arising out of Propositions 1-3.

By Proposition 3, the set of histories favorable and unfavorable to playing the game with own

group members are given by:

ΩB+
2 = {(I, ∅), (∅, N)} and ΩB−

2 = {(N, ∅), (∅, I)},
ΩR+

2 = {(∅, I), (N, ∅)} and ΩR−
2 = {(∅, N), (I, ∅)}.

(20)

The four comparisons reveal how the same histories can lead to a differences in future expected

payoffs when a player is matched with a member of his own group and when he is matched with a

member of the other group. That is, from a B player’s point of view, if he met another B player

when young and observed Invest (resp. No Invest), i.e. ω2 = (I, ∅) (resp. ω2 = (N, ∅)), by Lemma

3, a matching with a member of the same B group when old yields a higher (resp. lower) future

expected payoff than a matching with an R player. Overall, a good (bad) experience with a member

of the same group enlarges (diminishes) the future payoff from matching with another member of

the same group, and a similar intuition applies to the cases of matching with a member of the other

group in the past, i.e., ω2 = (∅, I) or ω2 = (∅, N).18

Now, for the second critical element ∆Pt(ω2, `t), observing that for each ω2 ∈ Ω, we have

`Bt (ω2) = `Rt (ω2) as the first result of the following lemma. Then, from (14) and (15),

∆Pt(ω2, `t) =(2qt−1 − 1)[1{`gt (I,∅)=E} − 1{`gt (∅,I)=E}]

+ (2qt−1 − 1)p(N |ωB2 )[1{`gt (N,∅)=E} − 1{`gt (I,∅)=E}]

+ (2qt−1 − 1)p(N |ωR2 )[1{`gt (∅,I)=E} − 1{`gt (∅,N)=E}].

(21)

Each player has to anticipate whether there will be more B members in the East (or not), i.e.,

∆Pt(ω2, `t) > 0 (< 0), to make his location decision. The expectation is based on whether a history

ω̃ ∈ Ω the other player can have is favorable toward that player’s own group or not – that is,

18Despite the equality ΩB+
2 = ΩR−2 , one needs to be careful about interpretations since (I, ∅) in ΩB+

2 means that a

B player observed Invest from a member of the same group, whereas (I, ∅) in ΩR−2 means that an R player observed

Invest from a member of a different group, a B group member. Hence, in terms of its content, the set ΩR−2 is identical

to ΩB−2 .
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∆Pt(ω2, `t) > 0 for all ω2 ∆Pt(ω2, `t) < 0 for all ω2

ω2 ∈ ΩB+
2 = ΩR−

2 B (R) chooses E B (R) chooses W

ω2 ∈ ΩB−
2 = ΩR+

2 B (R) chooses W B (R) chooses E

Table 2: The location stage equilibrium

each difference between two indicator functions in (21) has a form of 1{ω2∈ΩB+
2 } − 1{ω2∈ΩB−2 } (or

negative of this), in light of the sets we identified in (20). In particular, as discussed earlier, in doing

so, the probability of observing a history is based on his personal experience with ω2 = (ωB2 , ω
R
2 )

incorporated into p(N |ωB2 ) and p(N |ωR2 ) above.

There are 28 strategies to consider given that each group member has four different histories

Ωg+
2 ,Ωg−

2 in (20) with two locations; in other words, each player with a history favorable toward

his own group can choose E if there are more B players in E, that is, if ∆Pt(ω2, `t) > 0 but can

choose W if there are more B players in W , that is, if ∆Pt(ω2, `t) < 0. Despite the large number

of strategies, the following lemma shows that we can reduce the number of possible strategies for

a location equilibrium significantly.

Lemma 4 Suppose (A1)-(A5). Then for each g ∈ {B,R} and ∆Pt(ω2, `t) 6= 0, a location equilib-

rium `t given Ωg+
2 ,Ωg−

2 satisfies the following properties.

(i) For each ω2 ∈ Ω, we have `Bt (ω2) = `Rt (ω2).

(ii) For each ω2 6= ω′2 ∈ Ωg+
2 , `gt (ω2) = `gt (ω

′
2) and ω2 6= ω′2 ∈ Ωg−

2 , `gt (ω2) = `gt (ω
′
2).

(iii) For each ω2 ∈ Ωg+
2 , ω′2 ∈ Ωg−

2 , `gt (ω) 6= `gt (ω
′).

By Lemma 4, if there exists a location equilibrium, then by its very nature, it will be a binary

splitting equilibrium such that for each g ∈ {B,R},

∀ω2 ∈ ΩB+
2 = ΩR−

2 , ω′2 ∈ ΩB−
2 = ΩR+

2 ,

{
`gt (ω2) = E, `gt (ω

′
2) = W if ∀ω2, ∆Pt(ω2, `t) > 0,

`gt (ω2) = W, `gt (ω
′
2) = E if ∀ω2, ∆Pt(ω2, `t) < 0,

(22)

which is laid out in Table 2, where players with any two different histories ω2 6= ω′2 share the same

beliefs about the sign of ∆Pt(ω2, `t), either ∆Pt(ω2, `t) > 0 or ∆Pt(ω2, `t) < 0, as a consequence

of Lemma 4 (ii) & (iii). The location equilibrium is binary splitting in the following sense. If

PBt (ω2, `t) > PRt (ω2, `t), and ω2 ∈ ΩB+
2 , then a B player chooses E over W , expecting a higher

likelihood to meet another B player based on a good experience with the same group member,

whereas if PBt (ω2, `t) > PRt (ω2, `t) and ω2 ∈ ΩB−
2 , then a B player chooses W over E, expecting a

higher likelihood to meet another R player based on a bad experience with the same group member.

The analysis can be appropriately modified for an R player.

Then, by incorporating the binary splitting location equilibrium into (21), we have (the detailed

procedure is relegated to the proof of Proposition 4):

∆Pt(ω2, `t) =

{
(2qt−1 − 1)[1− p2(N |ωB2 )− p2(N |ωR2 )] if ∆Pt(ω2, `t) > 0,

−(2qt−1 − 1)[1− p2(N |ωB2 )− p2(N |ωR2 )] if ∆Pt(ω2, `t) < 0.
(23)

By the natural law of likes meeting likes (Lemma 1), the same group matching probability is higher;

2qt−1 − 1 > 0. Hence, if players believe ∆Pt(ω2, `t) > 0 (resp. < 0), then it actually arises from
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`gt (ω) = E, `gt (ω
′) = W (resp. `gt (ω) = W, `gt (ω

′) = E) for ω2 ∈ ΩB+
2 = ΩR−

2 , ω′2 ∈ ΩB−
2 = ΩR+

2

when the second term satisfies 1− p2(N |ωB2 )− p2(N |ωR2 ) > 0.

To provide a tight connection between the investment stage equilibrium when old in Section 4

and the dynamics in Section 6 as well as the location stage equilibrium in this section, we examine

the formula (23) further, in particular by rewriting its first derivation (21) as

∆Pt(ω2, `t) =(2qt−1 − 1)
[
p(I|ωB2 )1{`gt (I,φ)=E} − p(N |ωR2 )1{`gt (φ,N)=E}

]
− (2qt−1 − 1)

[
p(I|ωR2 )1{`gt (φ,I)=E} − p(N |ωB2 )1{`gt (N,φ)=E}

]
.

Suppose that ∆Pt(ω2, `t) > 0; that is, there are more B members in the East in equilibrium.

Consider (I, ∅), which belongs to ΩB+
2 (but not to ΩB−

2 ). That is, the case of a favorable history

towards his own group for a B member but an unfavorable history toward his own group for a R

member. As such, anticipating that there will be more B members in the East, a B member with

that history finds it optimal to choose E to meet with his own group members when old, whereas a

R member with that history finds it optimal to go to E to meet with members of the other group.

As a result, the former has the effect of widening the polarization but the latter has the effect of

reducing it. The overall effect is positive due to the law of likes meeting likes: The former match

(B,B) arises with a higher probability in youth. This is the part (2qt−1 − 1)p(I|ωB2 )1{`gt (I,φ)=E}.

Now, consider another same kind of history (∅, N) – which also belongs to ΩB+
2 . In this case,

however, the overall effect is now negative due to the same law of likes meeting likes: The latter

match (R,R) arises with a higher probability in youth. If the belief ∆Pt(ω2, `t) arises in equilibrium,

then

∆Pt(ω2, `t)−∆Pt−1(ω2, `t−1) = (2qt−1 − 1)[p(I|ωB2 )− p(N |ωR2 )]−∆Pt−1(ω2, `t−1).

The real dynamical system in the next section is given from the point of view of the modeller who

knows the real FB and FR. Therefore, we can translate the above difference into ∆Pt−∆Pt−1 from

∆Pt−1 ≡ PBt−1 − PRt−1 which is the difference in the actual moving probabilities with which each

group moves to the East, where PBt−1 and PRt−1 are from Section 3. Hence, if qt−1 is small, the first

term becomes small, so the difference is negative and the system converges to a completely mixed

state. On the other hand, if qt−1 is sufficiently high, the difference is positive and the dynamics

converge to 1, the case of complete polarization. Notice that the investment stage equilibrium of

Section 4, through the location equilibrium, provides the foundation for the convergence results

obtained in Section 6.

In the beliefs, as well as in the subsequent “real” dynamics, the sum of the beliefs about the

probabilities of observing No Invest plays a key role in (23), which is defined as

N2(ω2) ≡ p2(N |ωB2 ) + p2(N |ωR2 ), (24)

where the vector’s order does not matter, e.g., N2(ω2) = N2(ω′2) for ω2 = (I, ∅), ω′ = (∅, I). By

the formula in (23) combined with Lemma 1, we can identify the necessary and sufficient condition

for the existence of a location equilibrium.

Proposition 4 Suppose (A1)-(A5). Then, any location equilibrium is a binary splitting location

equilibrium if and only if N2(N, ∅) < 1.

20



Henceforth, we restrict location equilibrium to be binary splitting equilibria and for brevity

we will just refer to these as “location equilibria.” In the next section we incorporate location

equilibrium into a dynamical system.

6 Matching dynamics and polarization

In this section, we study the matching dynamics of the system over time. We do this from the

perspective of an outside theorist who perfectly knows the distributions FB and FR. For the

remainder of this section we assume that some proportion of each group makes location decisions

exogenously rather than endogenously.

The reason for that assumption is twofold. First, given (23), for any qt−1 satisfying Lemma 1,

both ∆Pt(ω2, `t) > 0 and ∆Pt(ω2, `t) < 0 for period t beliefs are possible. That is, regardless of

whether there are actually more B members in the East in period t−1 or not, ∆Pt−1 > 0 (< 0), the

equilibrium beliefs for the population difference in period t can arise in both ways: There will be

more B or more R in the East in period t. Further, the equilibrium can change from one period to

next, with no reason provided; ∆Pt(ω2, `t) > 0 but ∆Pt+1(ω2, `t+1) < 0. However, by allowing for

some proportion of exogenous location choices, we can construct a Markov location strategy such

that each player’s period t location strategy depends only on the period t − 1 actual population

difference which is a more reasonable and robust restriction. The second reason for introducing non-

strategic part is that it enables us to show the possibility of both completely mixed and polarized

outcomes as we explain in detail below.

Specifically, suppose a proportion α ∈ (0, 1) of each group g ∈ {B,R} make rational endogenous

location choices as in the previous section, but the remaining 1−α proportion is under some external

influence (e.g., from social media or social networks). One way to interpret this exogenous force

is that it is the degree of a systematic polarization in the society. That is, if there are more B

members in the East, i.e., if ∆Pt−1 > 0, then we suppose that an additional ε∆Pt−1, for some

given ε > 0, do not change their location (they stay in the East). Symmetrically, if there are fewer

B members in the East, i.e., if ∆Pt−1 < 0, then an additional ε∆Pt−1 change their location to

the West. Hence, for 1− α proportion, PBt−1 + ε∆Pt−1 can be interpreted as the B group’s inertia

coupled with an amplifying effect from the two possible group size differences in the East. An

identical external force is applied to R group members.

Now, with the addition of exogenous moves and by incorporating the binary splitting location

equilibria in (22) into (14) and (15), we have19

PBt (ω2, `
B
t ) =

{
α[qt−1p(I|ωB2 ) + (1− qt−1)p(N |ωR2 )] + (1− α)(PBt−1 + ε∆Pt−1) if ∆Pt(ω2, `t) > 0,

α[qt−1p(N |ωB2 ) + (1− qt−1)p(I|ωR2 )] + (1− α)(PBt−1 + ε∆Pt−1) if ∆Pt(ω2, `t) < 0,

and

PRt (ω2, `
R
t ) =

{
α[(1− qt−1)p(I|ωB2 ) + qt−1p(N |ωR2 )] + (1− α)(PRt−1 − ε∆Pt−1) if ∆Pt(ω2, `t) > 0,

α[(1− qt−1)p(N |ωB2 ) + qt−1p(I|ωR2 )] + (1− α)(PRt−1 − ε∆Pt−1) if ∆Pt(ω2, `t) < 0.

19With systematic polarization, more precisely, PBt (ω2, `
B
t ) is the minimum of the expression on the RHS and 1.
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Figure 5: Belief dynamics for ∆Pt(ω2, `t) > 0 (left) and for ∆Pt(ω2, `t) < 0 (right)

Let γ ≡ 1+2ε > 1 be the sum of the inertia and the gross amplifying effect in the sense that the first

term 1 is from pure inertia and the second term, 2ε, comes from the combined amplifying effects

of both groups. With this and simple algebra as found in the proof of the following proposition,

the same group matching probability qt−1 in (4) can be replaced by the term with ∆Pt−1, and the

belief population composition dynamics can be constructed as follows.

∆Pt(ω2, `t) =

α
1−N2(ω)

At−1(2−At−1)∆P2
t−1 + (1− α)γ∆Pt−1 if ∆Pt(ω2, `t) > 0,

−α 1−N2(ω)
At−1(2−At−1)∆P2

t−1 + (1− α)γ∆Pt−1 if ∆Pt(ω2, `t) < 0,
(25)

where we denote the sum of the two moving probabilities by At−1 ≡ PBt−1 +PRt−1. That is, if α = 1,

the above formula is identical to the beliefs dynamics only with strategic choices in (23) in the

previous section. Note that the more frequent matching with members of the same group as shown

in Lemma 1 generates a strictly convex shape for the belief dynamics in (25), as illustrated in Figure

5, which will spill over into the real dynamics as well (as can be seen in Figures 6 and 7).20

In the belief dynamics, one can find that even if ∆Pt−1 > 0, we could have ∆Pt(ω2, `t) < 0

(the right panel of Figure 5), as well as ∆Pt(ω2, `t) > 0, but if the negative sign arises, it does so

only when ∆Pt−1 > 0 is sufficiently large, with the horizontal intercept (1−α)γ
α

At−1(2−At−1)
1−N2(ω2) ; that is,

if there are sufficiently more B members in E, then people somehow anticipate that subsequently,

there is such a shift in the population composition, so that there are more B members in W next

period. By adopting a Markov strategy depending only on ∆Pt−1 we erase such unreasonable,

non-robust outcomes. In other words, if ∆Pt−1 > 0, the belief dynamics follow only the left panel

of Figure 5, whereas if ∆Pt−1 < 0, the belief dynamics follow the right panel of Figure 5 (negative

side of it). Then, extending `gt (ω2) in (41), a group g ∈ {B,R} player’s location decision at the

interim period between t−1 and t is given by a Markov strategy if it is a function of ω2 and ∆Pt−1

such that `gt : Ω2 × [0, 1] → {E,W}. Then, even with systematic polarization, considering all α,

the necessary and sufficient condition for the existence of a binary splitting equilibrium is the same

20Note that for Figures 5-7, in the case of ∆Pt(ω2, `t) < 0, by symmetry, the negative dimension’s graph looks

exactly the same as the reversed one in the positive dimension in the case of ∆Pt(ω2, `t) > 0.
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as the one from Proposition 4.21 A Markov binary splitting location equilibrium `t is given as: for

each ω2 ∈ ΩB+
2 = ΩR−

2 , ω′2 ∈ ΩB−
2 = ΩR+

2 ,{
`gt (ω2,∆Pt−1) = E, `gt (ω

′
2,∆Pt−1) = W if ∆Pt−1 > 0,

`gt (ω2,∆Pt−1) = W, `gt (ω
′
2,∆Pt−1) = E if ∆Pt−1 < 0.

(26)

The proposition below shows that the above Markov strategy is only robust in the sense that the

period t equilibrium belief, ∆Pt(ω2, `t) > 0 or ∆Pt(ω2, `t) < 0 or both, does not change depending

on the specific value of ∆Pt−1; that is, the sign is the same regardless of ∆Pt−1.22 Further, it makes

the dynamics include the limit point PBt = PRt by incorporating the case PBt (ω2, `
B
t ) = PRt (ω2, `

R
t ).

Proposition 5 Suppose (A1)-(A5) and N2(N, ∅) < 1. Then, for each ∆Pt−1 for t = 1, 2, 3, ....,

(i) Any robust location equilibrium is a Markov location equilibrium.

(ii) PBt (ω2, `
B
t ) = PRt (ω2, `

R
t ) if and only if PBt = PRt for a Markov location equilibrium.

We incorporate this Markov location equilibrium into the actual dynamics with the two true

distributions, FB and FR. In other words, we turn the belief dynamics in (25) into real dynamics

by replacing N2(ω) in (24) by N2, where we denote N2 ≡ FB(k1) + FR(k1). With systematic

polarization, i.e., when γ > 1, the real population composition dynamics are given by ∆Pt =

ft−1

(
∆Pt−1

)
with a function ft−1 for t = 1, 2, .... such that

ft−1(∆Pt−1) ≡

{
αβt−1∆P2

t−1 + (1− α)γ∆Pt−1 if ∆Pt−1 ≥ 0,

−αβt−1∆P2
t−1 + (1− α)γ∆Pt−1 if ∆Pt−1 ≤ 0,

(27)

where we denote

βt−1 ≡
1−N2

At−1(2−At−1)
. (28)

In spite of some procedures for a location equilibrium given the uncertainty about types and

distributions along with private monitoring, we obtain a simple main dynamical system with a

square function, in which denote each fixed point of ft−1 by x∗t−1, i.e., x∗t−1 = ft−1(x∗t−1), and it is

derived as

x∗t−1 =
1− (1− α)γ

αβt−1
. (29)

It is instructive to use the language of macroeconomics to characterize the dynamics. We can

interpret ∆Pt−1 as a population stock in terms of the population composition, and the Markov

location strategy of Proposition 5 as a population flow. Yet, this system is different from any

standard dynamics in that the fixed point of the system keeps moving. As a result, there is no

interior absorbing state. In addition, the fixed point depends on N2, that is, the nature of the

population distributions, what combination – among the four possible combinations – (FB, FR) can

take. In particular, the equilibrium existence condition 1−N2(N, ∅) > 0 does not necessarily imply

21That is, without this condition, for a sufficiently small 1−α, no equilibrium exists, based on the same proof from

Proposition 4.

22We can strengthened it by requiring the horizontal intercept in the right panel of Figure 5 greater than 1. Then,

for any ∆Pt−1 > 0, it is always the case that ∆Pt(ω2, `t) > 0, so that ∆Pt(ω2, `t) < 0 never arises.
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Figure 6: Real dynamics for convergence if 1−N2 > 0 (left) and 1−N2 < 0 (right)

1 −N2 > 0 based on the true distributions: 1 −N2 < 0 can arise if (FB, FR) = (FY , FY ) – it is a

necessary condition – even when ∆Pt−1 > 0, ∆Pt < 0 can arise.23

As shown in the following lemma, the sum of the two probabilities PBt and PRt evolves as follows:

At =

{
α[1− FB(k1) + FR(k1)] + (1− α)At−1 if ∆Pt−1 ≥ 0,

α[1 + FB(k1)− FR(k1)] + (1− α)At−1 if ∆Pt−1 ≤ 0.
(30)

Each fixed point being dependent on βt and the quadratic functional form of At in the denominator

of βt in (28), Lemma 5 shows that if an initial population difference based on A0 is not in the middle,

a sequence of fixed points satisfies monotonicity: x∗t strictly increases.24

Lemma 5 Suppose (A1)-(A5) and a Markov location equilibrium. A sequence of fixed points satis-

fies that if A0 < 1−|FB(k1)−FR(k1)| or A0 > 1 + |FB(k1)−FR(k1)|, x∗t > x∗t−1 for all t = 1, 2, .....

Hence, if the two groups have the same type distribution, FB = FR, then the monotonicity of the

fixed point holds for all initial A0.

As depicted in Figure 6, whether there is polarization hinges on the relationship between the

fixed point for the real dynamics function in period t−1 and the state variable ∆Pt−1, the difference

in the proportion at E between the two groups in that period. By Lemma 5, the fixed point is

strictly increasing, so if the state variable in a given period is lower than that period’s fixed point,

the dynamics converge to the completely mixed population composition.

We are now ready to characterize the limiting dynamics of our system. Due to the shape of

this convex dynamical system we can have either a completely mixed equilibrium or a completely

polarized outcome. We start with the first case and then in the next two subsections, we consider

the polarized case.

23If 1−N2 = 0 in (27), there is no endogenous part in the dynamics; this is a trivial and not-interesting case.

24Then, from the sum At−1 and their difference ∆Pt−1, there exists a unique
(
PBt−1,PRt−1

)
such that

(
PBt−1,PRt−1

)
=(

At−1+∆Pt−1

2
,
At−1−∆Pt−1

2

)
.
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Proposition 6 (Completely mixed state) Suppose (A1)-(A5) and a Markov location equilibrium.

Then, for A0 satisfying Lemma 5, at any period τ − 1 ≥ 0, if αβτ−1∆Pτ−1 + (1− α)γ − 1 ≤ 0, the

society converges to a completely mixed state such that limt≥τ ∆Pt = 0.

Note that the initial condition for A0 is always satisfied, if we have the same type distribution,

FB = FR. The most interesting case for the completely mixed state is when there is no systematic

polarization, γ = 1. That is, if all location choices are made strategically without any exogenous

force, the society converges to a completely mixed state, despite the dynamical system having a

square function. To delve into this case further, we examine βτ−1∆Pτ−1, and by At−1 ≡ PBt−1+PRt−1

in (25) and βt−1 in (28),

βτ−1∆Pτ−1 =
1−N2

Aτ−1(2−Aτ−1)
∆Pτ−1 = (1−N2)

PBt−1 − PRt−1

(PBt−1 + PRt−1)(2− PBt−1 − PRt−1)
,

where for any PBt−1,PRt−1 ∈ [0, 1], the fraction in the last line above is always less than or equal

to 1. Hence, for each τ ≥ 1, we have ∆Pτ−1 <
1

βτ−1
= x∗τ−1. Each period’s state variable ∆P,

representing the difference in the moving probabilities of the two groups, is always smaller than the

corresponding fixed point x∗τ−1 of the system. The intuition is that despite the square function, the

difference between two moving probabilities is generically lower than the “base” from their sum,

Aτ−1(2−Aτ−1).

6.1 Polarization: same type distribution

Suppose the two groups have the same type distribution, FB = FR. Then, from (30), the sum of

the two probabilities PBt and PRt is given as At = α+ (1− α)At−1.

We can now present our main results for polarization in this case of the same type distributions.

Without loss of generality, we consider ∆P0 > 0 in what follows.25 By Proposition 6, to have the

divergence result or polarization, the state variable must be greater than the fixed point not only

in the initial period but also in every subsequent period. In other words, since the fixed point is

moving, in particular, increasing toward 1, the state variable must outgrow the fixed point, and

never be caught by the latter. With systematic polarization, the critical condition is to have a

sufficiently large initial difference for the state variable to avoid the “catching-up” possibility as

depicted in the left panel of Figure 7. Precisely, for each size of systematic polarization, there exists

a corresponding initial condition for which the convergent outcome is complete polarization. The

no-catching up condition can be found from the sequence of inverse functions of ft for all t. We

emphasize that (1−α)γ in the result includes both a trivial case and a non-trivial case (1−α)γ < 1

– in the sense that the exogenous force itself cannot yield the polarization – and what is interesting

is, of course, the latter.26

Proposition 7 (Polarization: same distribution) Suppose (A1)-(A5) and a Markov location equi-

librium. Then, the polarization results are given as follows.

25If, on the other hand, we have a negative ∆P0 < 0, i.e. PB0 < PR0 , then in the first period, there are more B

group members in the West from 1− PB0 > 1− PR0 , the same analysis applies, now, in terms of a B player’s choice

to locate in the West.

26That is, if (1−α)γ ≥ 1, the exogenous transition by itself makes the society converge to the polarization outcome.

Thus, a non-trivial case is when (1− α)γ < 1.
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Figure 7: Real dynamics for polarization if 1−N2 > 0 (left) and 1−N2 < 0 (right)

(i) If 1−N2 > 0, then for each (1−α)γ, there exists a critical value x†S < 1 such that the society

converges to a completely polarized state if ∆P0 > x†S.

(ii) If 1−N2 < 0, then for each (1− α)γ, there exists x††S < 1 such that the society converges to

a completely polarized state if ∆P0 > x††S .

The resulting dynamical system leads to our first polarization result, which provides conditions

under which the society becomes perfectly polarized: members of the Blue (Red) group locate in

the East (West), or the opposite case. A second type of polarization arises from oscillation (the

right panel of Figure 7) only when the underlying pair of true distributions is given as (FB, FR) =

(FY , FY ); that is, when both groups turn out to be “bad.”27

Note that if the amplifying effect γ is relatively small, by (29), the fixed point for each t becomes

larger, resulting in a higher critical value. Hence, the smaller the systematic polarization the less

likely the polarization outcome is to arise. An extreme case occurs when γ = 1, the case without

any systematic polarization, which results in convergence to the completely mixed state for any

initial difference, as discussed earlier. Hence, we need γ > 1 to demonstrate the possibility of both

the completely mixed and polarized convergence outcomes.

6.2 Polarization: different type distributions

We now make a comparison between the case in the previous section where the distributions are

the same, FB = FR, and the case where they are different, FB 6= FR.

The following proposition reveals that the comparison hinges on the total population size, the

sum of the populations of groups B and R who are located in the East which has a maximum value

of 2. If the total population size in E is greater than 1, then polarization is more likely to arise

when the B group’s distribution is the better one, whereas if it is less than 1, then polarization is

more likely to arise when the B group’s distribution turns out to be the worse one. The second case

27From the right panel of Figure 7, for ∆P0 > 0, if ∆P1 < 1, then f1(x) = −αβ1x
2 + (1 − α)γx from (27) and

so on. Like the no-catching up condition in the left panel of Figure 7, we find the no-catching up condition for the

oscillation case.
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of Proposition 7, oscillation, only arises with (FB, FR) = (FY , FY ) – the comparison with different

distributions is not possible, so the following result is written only for 1−N2 > 0.

Proposition 8 (Polarization: different distributions) Suppose (A1)-(A5) and a Markov location

equilibrium. Then, for 1−N2 > 0, the polarization results are given as follows.

(i) If A0 > 1, the critical value x†A for the different distributions (FB, FR) = (FX , FY ) is lower

(resp. higher) than the critical value x†S for the same distribution (FB, FR) = (FY , FY ) (resp.

(FB, FR) = (FX , FX)).

(ii) If A0 < 1, the critical value x†A for the different distributions (FB, FR) = (FY , FX) is lower

(resp. higher) than the critical value x†S for the same distribution (FB, FR) = (FY , FY ) (resp.

(FB, FR) = (FX , FX)).

If A0 = PB0 +PR0 > 1, given ∆P0 > 0, we have PB0 > 1
2 , so with more B players in the East among

the total B members, B group’s better distribution facilitates polarization more, compared with

the same “bad” distribution case. On the other hand, if A0 = PB0 + PR0 < 1, given ∆P0 > 0, we

have PR0 < 1
2 , which in turn implies that there are more R players in the West among the total R

members. Likewise, this together with R group’s better distribution facilitates polarization.

7 Discussion

We can expand upon our results in four dimensions. First, a unique equilibrium can be guaranteed

if (A3) is strengthened such that for each θ′ > θ in Γ, d(θ′) − d(θ) ≥ π[FX(θ′) − FX(θ)] + (1 −
π)[FY (θ′) − FY (θ)], π = π2(I), π2(N). Now, the relationship holds not only for the biased belief

but for π2(I), π2(N). This implies that d(θ′)− d(θ) ≥ a[FX(θ′)−FX(θ)] + a[FY (θ′)−FY (θ)] for all
a

1−a ≤ m, where m is the same as the one from (A5).

Second, while it is reasonable to assume that a young members’ beliefs are not inherited from

their parent, especially with overlapping generation type dynamics, the t− 1th period young might

be able to uncover the true distributions if their parents conveyed this information to them and they

truly believed what their parents told them.28 Such an extreme case is when there is oscillation,

which can arise only for (FB, FR) = (FY , FY ). Except for this particular case, other possibilities

for revelation of the true distributions can be eliminated by adopting a random proportion of the

endogenous location choices such that in each period α̃t−1 is randomly drawn, where the condition

for the Markov strategy is now based on α = E[α̃t−1] and the convergence and polarization results

in Propositions 6 & 7 are governed by ft−1(x, α̃t−1), not ft−1(x) in (27).

Third, it is also possible to add population growth, δ > 1 such that for each period t = 1, 2, ....,

the number of members in each group grows following Lt = δLt−1 for L0 = 1; that is, the previous

unit mass constant population size is now the initial population size. With the population growth

factor δ > 1, the number of B or R members moving to E is written as LBt ≡ PBt Lt and LRt ≡ PRt Lt.
Then, by denoting ∆Lt ≡ LBt −LRt = ∆PtLt, for ∆Pt−1 ≥ 0, the real population dynamics in (27)

28That is, in period t− 1 their parent could tell them “when I was young, the difference was ∆Pt−2, and now it is

∆Pt−1, so you see the truth.”
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can be extended such that ∆Lt = ∆PtδLt−1 =
[
δαβt−1(∆Pt−1)2 + δ(1 − α)γ∆Pt−1

]
Lt−1, which

leads to

∆Lt −∆Lt−1 = [δαβt−1∆Pt−1 + δ(1− α)γ − 1] ∆Lt−1.

While the addition of population growth is interesting, the essential part of the dynamics is still

controlled by ∆Pt−1. In other words, if ∆Pt−1 converges to zero, then population growth alone

cannot reverse this direction.29

Finally, we have not yet discussed what happens after there is a complete polarization. If all B

members are in E and all R members are in W , then in each location, with qt−1 = 1 – without the

history ∅ – the homogeneous match equilibrium in (7) changes to:

d(kSt (ωS2 )) = π(ωS2 )[(1− FX(k1))FX(kSt (I)) + FX(k1)FX(kSt (N))]

+ (1− π(ωS2 ))[(1− FY (k1))FY (kSt (I)) + FY (k1)FY (kSt (N))],

which provides the expected payoff for history I and N from meeting a member of the same group

by still remaining in the same location. On the other hand, moving to the other location yields the

expected payoff (3) from meeting with the other group member. Since the comparison between the

two mappings in Figure 4 still holds in the limit, that is, lim qt−1 = 1, we have k(I) < k1 < k(N).

Since a lower stage game threshold means a higher payoff, as observed previously, those with a bad

experience from meeting the same group member have an incentive to move to the other location

to meet the other group member, given the unbiased belief 1
2 . However, in order to have ∆Pt−1

greater than the fixed point x∗t−1 for the polarization in Proposition 7, a necessary condition is

that x∗t−1 = 1−(1−α)γ
αβt−1

< 1, which can be rewritten as 1−(1−α)γ
α(1−N2) < At−1(2−At−1) ≤ 1. This in turn

implies that for ∆Pt−1 = 1 and At−1 = 1, α(1 − N2) + (1 − α)γ > 1 in (27), so the minimum of

α(1−N2)+(1−α)γ and 1 is still 1: The endogenous move α(1−N2) combined with the exogenous

force maintains the complete polarization. In other words, despite the endogenous decisions, the

amplifying effects make no young player explore the other group.

8 Concluding Remarks

What is the origin for the polarization that we often observe in societies by race, language, politics,

religion or other factors? Perhaps the simplest explanation is a preference-based theory, wherein

players have tastes for interacting with others who are similar to themselves e.g., as it yields them

higher utility and/or lower costs. An alternative but related view allows for some type of special

communication or coordination facility with members of one’s own group. In this paper we have

provided a new and different “statistical discrimination” explanation for understanding the sorting

of groups to different locations. Our environment involves players belonging to one of two groups,

Red or Blue, where group membership is publicly identifiable. Importantly, there is uncertainty

over the distribution of player types for each group, Red and Blue, and private monitoring. Agents

live two periods and initially live in one of two locations, the one in which they are born. They

interact only with members of their own generation in play of an investment stage game. Based

29To elaborate, this is true for a non-trivial case δ(1−α)γ < 1 so that the exogenous move by itself cannot generate

the polarization; that is, trivially, by having a large δ, a change from (1 − α)γ < 1 with a low initial difference to

δ(1− α)γ ≥ 1 can reverse the direction, without the endogenous part.
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on the histories of play of that game when young, they decide where they will play the game again

when they are old. This location choice determines the relative probabilities of meeting other agents

from either group in old age and those matching probabilities serve as the long-term memory of

the system.

We assume that agents are not born with any biases favoring their own group or disfavoring

the other group. Further, they possess no special facilities for communicating or coordinating

with other group members, but do inherit the location for play of the investment game from

their parents. Agents are initially dispersed between the two locations, and there is a systematic,

exogenous and amplifying force impacting on location decisions, which we attribute to social media

or other external influences that are independent of group identity. Starting from these conditions,

we show that under certain initial conditions and assuming rational belief updating, the long-term,

equilibrium outcome of this setup can be that the population becomes perfectly polarized, with

all Red and Blue group members choosing separate and distinct locations, and this is a sustained

equilibrium outcome.

We emphasize that this outcome obtains even if the two groups have the same type distribution.

We further show that convergence to such a polarized outcome depends on the size of the amplifying

force; if this amplifying force is sufficiently small, then the long-term outcome of the system is a

completely mixed state (no polarization). This finding suggests that policy interventions aimed at

reducing the amplifying effects of polarizing forces, e.g. social media, may be effective in making

the polarization outcome less likely. We leave such analyses to future research.

Appendix

Proof of Lemma 1. Each B player chooses location E with probability PBt in period t, so, in

the E, the probability that a B player is matched with a B player in period t is

PBt
(

PBt
PBt + PRt

)
,

and each B player chooses location W with probability 1 − PBt in period t, so in the W , the

probability that a B player is matched with a B player in period t is

(1− PBt )

(
1− PBt

2− PBt − PRt

)
.

Hence, the overall probability that a B player is matched with a B player in period t in (4) is

qt =
(PBt )2

PBt + PRt
+

(1− PBt )2

2− PBt − PRt
=

PBt + PRt − 2PBt PRt(
PBt + PRt

) (
2− PBt − PRt

) .
The same formula is also the overall probability that an R player is matched with an R player in

period t. On the other hand, the overall probability that a B player is matched with an R player

in period t is

1− qt =
PBt + PRt − (PBt )2 − (PRt )2(
PBt + PRt

) (
2− PBt − PRt

) .
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The same formula is also the overall probability that a R player is matched with a B player in

period t. Taking the difference of these two probabilities, we find that

qt − (1− qt) =

(
PBt − PRt

)2(
PBt + PRt

) (
2− PBt − PRt

) > 0,

so long as PBt 6= PRt .

Proof of Proposition 1. We start with deriving the probability of a matched partner

choosing No Invest Pr(N |ωS2 ,kSt ) in (5) precisely. The probability is given by

Pr(N |ωS2 ,kSt ) = Pr(N |ωS2 ,kSt ) = Pr(N,XS |ωS2 ,kSt ) + Pr(N,Y S |ωS2 ,kSt )

= Pr(XS |ωS2 ,kSt ) Pr(N |XS , ωS2 ,k
S
t ) + Pr(Y S |ωS2 ,kSt ) Pr(N |Y S , ωS2 ,k

S
t ).

(31)

For each r ∈ {X,Y }, Pr(rS |ωS2 ,kSt ) is the probability that the same group’s distribution is Fr
and Pr(N |rS , ωS2 ,kSt ) is the probability that the partner chooses No Invest, conditional on Fr. In

particular, the latter probability depends on previous observations of the partner ωS2 . We denote

XS
t (kSt ) ≡ Pr(N |XS , ωS2 ,k

S
t ) and Y S

t (kSt ) ≡ Pr(N |Y S , ωS2 ,k
S
t ) and derive them as (6). Since for

ωS2 = I,N ∈ ΩS
2 , Pr(XS |ωS2 ,kSt ) = π2(ωS2 ) in (2), and no previous match with B player yields no

updating on B group, π2(∅) = 1
2 . Together, we have

Pr(N |ωS2 ,kSt ) = π2(ωS2 )XS
t (kSt ) + (1− π2(ωS2 ))Y S

t (kSt ).

It suffices to show that for any pair of two histories ω̂S2 , ω
S
2 ∈ ΩS

2 with π2(ω̂S2 ) > π2(ωS2 ), we

have k2(ω̂S2 ) < k2(ωS2 ). Suppose, on the contrary, that k2(ω̂S2 ) ≥ k2(ωS2 ). From (7), any pair of two

histories ω̂S2 , ω
S
2 ∈ ΩS

2 yields a difference in two thresholds such that

d(kSt (ω̂S2 ))− d(kSt (ωS2 )) =
(
π2(ω̂S2 )− π2(ωS2 )

)[
XS
t (kSt )− Y S

t (kSt )
]
. (32)

We divide the proof into two cases.

Case 1. kSt (ω̂S2 ) = kSt (ωS2 ). The difference in (32) results in XS
t (kSt ) = Y S

t (kSt ), which in

turn implies that kt = kSt (ωS2 ) for all ωS2 . Then, it follows from (6) that XS
t (kSt ) − Y S

t (kSt ) =

FX(kt)− FY (kt), so

0 = d(kSt (ω̂S2 ))− d(kSt (ωS2 )) =
(
π2(ω̂S2 )− π2(ωS2 )

)[
XS
t (kSt )− Y S

t (kSt )
]

=
(
π2(ω̂S2 )− π2(ωS2 )

)
[FX(kt)− FY (kt)] < 0,

which is a contradiction.

Case 2. kSt (ω̂S2 ) > kSt (ωS2 ). The difference in (32) and π2(ω̂S2 ) > π2(ωS2 ) lead to XS
t (kSt ) >

Y S
t (kSt ). Consider kmax

t ≡ max{kSt (I), kSt (∅), kSt (N)} and kmin
t ≡ min{kSt (I), kSt (∅), kSt (N)}. Then,

the difference in their thresholds is

d
(
kmax
t

)
− d
(
kmax
t

)
=
(
πmax

2 − πmin
2

)[
XS
t (kSt )− Y S

t (kSt )
]
.

From XS
t (kSt ) > Y S

t (kSt ) and 0 < πmax
2 − πmin

2 < 1, for each r ∈ {X,Y }, we have

d
(
kmax
t

)
−d
(
kmax
t

)
=
(
πmax

2 −πmin
2

)[
XS
t (kSt )−Y S

t (kSt )
]
<
[
XS
t (kSt )−Y S

t (kSt )
]
< Fr(k

max
t )−Fr(kmin

t ),
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where the last inequality follows from kmax
t and kmin

t . Then, this yields a contradiction with (A3)

since (A3) implies that for any pair θ′ > θ in Γ, d(θ′) − d(θ) ≥ Fr(θ
′) − Fr(θ) for at least one

r ∈ {X,Y }.

Proof of Lemma 2. We start by deriving the probability of a matched partner choosing

No Invest Pr(N |ωA2 ,kAt ) in (9) precisely. We put a group-specific superscript π(Ig) or π(Ng) for

g ∈ {B,R} if doing so helps us keep track of which group player chooses a corresponding action

in what follows. Without loss of generality, let us examine the problem from the B member’s

perspective to investigate the No Invest probability Pr(N |ωA2 ,kAt ), which is given as

Pr(N |ωA2 ,kAt ) = Pr(N, (XB, XR)|ωA2 ,kAt ) + Pr(N, (XB, Y R)|ωA2 ,kAt )

+ Pr(N, (Y B, XR)|ωA2 ,kAt ) + Pr(N, (Y B, Y R)|ωA2 ,kAt )

= Pr(XR|ωA2 ,kAt )
[
Pr(N,XB|XR, ωA2 ,k

A
t ) + Pr(N,Y B|XR, ωA2 ,k

A
t )
]

+ Pr(Y R|ωA2 ,kAt )
[
Pr(N,XB|Y R, ωA2 ,k

A
t ) + Pr(N,Y B|Y R, ωA2 ,k

A
t )
]
.

(33)

Furthermore, denote

XA
t (kAt , ω

B
2 ) ≡ Pr(N,XB|XR, ωA2 ,k

A
t ) + Pr(N,Y B|XR, ωA2 ,k

A
t ),

Y A
t (kAt , ω

B
2 ) ≡ Pr(N,XB|Y R, ωA2 ,k

A
t ) + Pr(N,Y B|Y R, ωA2 ,k

A
t ).

We now derive XA
t (kAt , ω

B
2 ) and Y A

t (kAt , ω
B
2 ) with p2(I|ωB2 ) and p2(N |ωB2 ) such that

XA
t (kAt , ω

B
2 ) = qt−1(1− FX(k1))FX(kAt (∅|I)) + qt−1FX(k1)FX(kAt (∅|N))

+ (1− qt−1)p2(I|ωB2 )FX(kAt (I|∅)) + (1− qt−1)p2(N |ωB2 )FX(kAt (N |∅)),
Y A
t (kAt , ω

B
2 ) = qt−1(1− FY (k1))FY (kAt (∅|I)) + qt−1FY (k1)FY (kAt (∅|N))

+ (1− qt−1)p2(I|ωB2 )FY (kAt (I|∅)) + (1− qt−1)p2(N |ωB2 )FY (kAt (N |∅)).

(34)

For instance, conditional on the R group distribution, XR or Y R, with probability qt−1 from

(4), the matched R player met another R member previously when young, and with probability

(1− Fr(k1)), he observed Invest from that partner, which with a corresponding threshold kAt (∅|I)

yields the first term qt−1(1−FX(k1))FX(kAt (∅|I)). In addition, with probability 1−qt−1, the matched

R player met a B player previously when young, and with probability p2(I|ωB2 ), he observed

Invest from that partner, which with a corresponding threshold kAt (I|∅) yields the third term

(1− qt−1)p2(I|ωB2 )FX(kAt (I|∅)). The other two terms can be readily derived accordingly. Since for

ωR2 = I,N from ωA2 ∈ ΩA
2 , Pr(XR|ωR2 ,kSt ) = π2(ωR2 ) in (2) together with π2(∅) = 1

2 , we have

Pr(N |ωA2 ,kAt ) = π2(ωR2 )XA
t (kAt , ω

B
2 ) + (1− π2(ωR2 ))Y A

t (kAt , ω
B
2 ).

(i), (ii) Take the difference between kAt (I|∅) and kAt (∅|I) such that

d(kAt (I|∅))− d(kAt (∅|I))

= π2(IR)XA
t (kAt , ∅B) + (1− π2(IR))Y A

t (kAt , ∅B)− [π2(∅R)XA
t (kAt , I

B) + (1− π2(∅R))Y A
t (kAt , I

B)],
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where the RHS can be expanded as follows:

π2(IR)

 qt−1(1− FX(k1))FX(kAt (∅|I)) + qt−1FX(k1)FX(kAt (∅|N))

+(1− qt−1)
[
π2(∅B)(1− FX(k1)) + (1− π2(∅B))(1− FY (k1))

]
FX(kAt (I|∅))

+(1− qt−1)
[
π2(∅B)FX(k1) + (1− π2(∅B))FY (k1)

]
FX(kAt (N |∅))

 (35)

+ (1− π2(IR))

 qt−1(1− FY (k1))FY (kAt (∅|I)) + qt−1FY (k1)FY (kAt (∅|N))

+(1− qt−1)
[
π2(∅B)(1− FX(k1)) + (1− π2(∅B))(1− FY (k1))

]
FY (kAt (I|∅))

+(1− qt−1)
[
π2(∅B)FX(k1) + (1− π2(∅B))FY (k1)

]
FY (kAt (N |∅))


− π2(∅R)

 qt−1(1− FX(k1))FX(kAt (∅|I)) + qt−1FX(k1)FX(kAt (∅|N))

+(1− qt−1)
[
π2(IB)(1− FX(k1)) + (1− π2(IB))(1− FY (k1))

]
FX(kAt (I|∅))

+(1− qt−1)
[
π2(IB)FX(k1) + (1− π2(IB))FY (k1)

]
FX(kAt (N |∅))

 (36)

− (1− π2(∅R))

 qt−1(1− FY (k1))FY (kAt (∅|I)) + qt−1FY (k1)FY (kAt (∅|N))

+(1− qt−1)
[
π2(IB)(1− FX(k1)) + (1− π2(IB))(1− FY (k1))

]
FY (kAt (I|∅))

+(1− qt−1)
[
π2(IB)FX(k1) + (1− π2(IB))FY (k1)

]
FY (kAt (N |∅))

 .
Since π2(IR)π2(∅B) = π2(IB)π2(∅R), the third term of the bracket in (35) and the third term of

the bracket in (36) can be simplified such that

π2(IR)(1− qt−1)
[
π2(∅B)(1− FX(k1)) + (1− π2(∅B))(1− FY (k1))

]
FX(kAt (I|∅))

− π2(∅R)(1− qt−1)
[
π2(IB)(1− FX(k1)) + (1− π2(IB))(1− FY (k1))

]
FX(kAt (I|∅))

= π2(IR)(1− qt−1)(1− FY (k1))FX(kAt (I|∅))− π2(∅R)(1− qt−1)(1− FY (k1))FX(kAt (I|∅)).
(37)

The same type of deletion can be applied to the fourth term of the bracket in (35) and the fourth

term of the bracket in (36). Furthermore, considering the bracket following (1 − π2(IR)) and the

bracket following (1− π2(∅R)), the whole formula can be rewritten as

π2(IR)

[
qt−1(1− FX(k1))FX(kAt (∅|I)) + qt−1FX(k1)FX(kAt (∅|N))

+(1− qt−1)(1− FY (k1))FX(kAt (I|∅)) + (1− qt−1)FY (k1)FX(kAt (N |∅))

]
+ (1− π2(IR))[qt−1(1− FY (k1))FY (kAt (∅|I)) + qt−1FY (k1)FY (kAt (∅|N))]

− π2(∅R)

[
qt−1(1− FX(k1))FX(kAt (∅|I)) + qt−1FX(k1)FX(kAt (∅|N))

+(1− qt−1)(1− FY (k1))FX(kAt (I|∅)) + (1− qt−1)FY (k1)FX(kAt (N |∅))

]
− (1− π2(∅R))[qt−1(1− FY (k1))FY (kAt (∅|I)) + qt−1FY (k1)FY (kAt (∅|N))]

+ (1− qt−1)(π2(∅R)− (π2(IR))(1− FX(k1))FY (kAt (I|∅))
+ (1− qt−1)(π2(∅R)− (π2(IR))FX(k1)FY (kAt (N |∅)),

where the last two terms are rewritten from terms with (1−qt−1) in the bracket following (1−π2(IR))

and in the bracket following (1−π2(∅R)), using (1−π2(IR))(1−π2(∅B)) = (1−π2(IB))(1−π2(∅R))

and a procedure similar to (37). Additionally, we simplify terms for FY (kAt (I|∅)) and those for

FY (kAt (N |∅)) such that

(1− π2(IR))(1− qt−1)
[
π2(∅B)(1− FX(k1)) + (1− π2(∅B))(1− FY (k1))

]
FY (kAt (I|∅))

− (1− π2(∅R))(1− qt−1)
[
π2(IB)(1− FX(k1)) + (1− π2(IB))(1− FY (k1))

]
FY (kAt (I|∅))

= (1− qt−1)(π2(∅R)− (π2(IR))(1− FX(k1))FY (kAt (I|∅)),
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and also

(1− π2(IR))(1− qt−1)
[
π2(∅B)FX(k1) + (1− π2(∅B))FY (k1)

]
FY (kAt (N |∅))

− (1− π2(∅R))(1− qt−1)
[
π2(IB)FX(k1) + (1− π2(IB))FY (k1)

]
FY (kAt (N |∅))

= (1− qt−1)(π2(∅R)− (π2(IR))FX(k1)FY (kAt (N |∅)).

Then, the above is rewritten as

π2(IR)XA
t (kAt , ∅B) + (1− π2(IR))Y A

t (kAt , ∅B)− [π2(∅R)XA
t (kAt , I

B) + (1− π2(∅R))Y A
t (kAt , I

B)]

= π2(IR)

[
qt−1(1− FX(k1))FX(kAt (∅|I)) + qt−1FX(k1)FX(kAt (∅|N))

+(1− qt−1)(1− FY (k1))FX(kAt (I|∅)) + (1− qt−1)FY (k1)FX(kAt (N |∅))

]

− π2(∅R)

[
qt−1(1− FX(k1))FX(kAt (∅|I)) + qt−1FX(k1)FX(kAt (∅|N))

+(1− qt−1)(1− FY (k1))FX(kAt (I|∅)) + (1− qt−1)FY (k1)FX(kAt (N |∅))

]
− qt−1(π2(IR)− π2(∅R))[(1− FY (k1))FY (kAt (∅|I)) + FY (k1)FY (kAt (∅|N))]

− (1− qt−1)(π2(IR)− (π2(∅R))[(1− FX(k1))FY (kAt (I|∅)) + FX(k1)FY (kAt (N |∅))],

which is

qt−1(π2(IR)− π2(∅R))[(1− FX(k1))FX(kAt (∅|I)) + FX(k1)FX(kAt (∅|N))]

+ (1− qt−1)(π2(IR)− (π2(∅R))[(1− FY (k1))FX(kAt (I|∅)) + FY (k1)FX(kAt (N |∅))]
− qt−1(π2(IR)− π2(∅R))[(1− FY (k1))FY (kAt (∅|I)) + FY (k1)FY (kAt (∅|N))]

− (1− qt−1)(π2(IR)− (π2(∅R))[(1− FX(k1))FY (kAt (I|∅)) + FX(k1)FY (kAt (N |∅))]
< qt−1(π2(IR)− π2(∅R))(FY (k1)− FX(k1))

[
Fr(k

A
t (∅|I))− Fr(kAt (∅|N))

]
for all r ∈ {X,Y },

where the inequality follows from the FOSD between FX and FY . This establishes (i). Similarly,

(ii) can be readily shown.

(iii) Now, take the difference between kAt (∅|I) and kAt (∅|N) such that

d(kAt (∅|I))− d(kAt (∅|N))

= π2(∅R)XA
t (kAt , I

B) + (1− π2(∅R))Y A
t (kAt , I

B)− [π2(∅R)XA
t (kAt , N

B) + (1− π2(∅R))Y A
t (kAt , N

B)]

= π2(∅R)(1− qt−1)
[
FX(kAt (I|∅))− FX(kAt (N |∅))

] (
π2(IB)− π2(NB)

)
[FY (k1)− FX(k1)]

+ (1− π2(∅R))(1− qt−1)
[
FY (kAt (I|∅))− FY (kAt (N |∅))

] (
π2(IB)− π2(NB)

)
[FY (k1)− FX(k1)]

=
1

2
(1− qt−1)

(
π2(IB)− π2(NB)

)
[FY (k1)− FX(k1)]

[
FX(kAt (I|∅))− FX(kAt (N |∅))
+FY (kAt (I|∅))− FY (kAt (N |∅))

]
,

which establishes (iii).

Proof of Proposition 2. Consider the difference between kAt (I|∅) and kAt (N |∅) such that

d(kAt (I|∅))− d(kAt (N |∅)) =
(
π2(IR)− π2(NR)

)
[XA

t (kAt , ∅B)− Y A
t (kAt , ∅B)].

We first show kAt (N |∅) > kAt (I|∅). Suppose, on the contrary, that kAt (I|∅) ≥ kAt (N |∅). Then,

Lemma 2 (iii) implies that kAt (∅|I) ≥ kAt (∅|N). Then given kAt (I|∅) ≥ kAt (N |∅) and kAt (∅|I) ≥
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kAt (∅|N), for XA
t (kAt , ∅B), taking those two higher values, and for Y A

t (kAt , ∅B), taking those two

lower values, XA
t (kAt , ∅B)− Y A

t (kAt , ∅B) is rewritten as qt−1(1− FX(k1))FX(kAt (∅|I)) + qt−1FX(k1)FX(kAt (∅|N))

+(1− qt−1)
[
π2(∅B)(1− FX(k1)) + (1− π2(∅B))(1− FY (k1))

]
FX(kAt (I|∅))

+(1− qt−1)
[
π2(∅B)FX(k1) + (1− π2(∅B))FY (k1)

]
FX(kAt (N |∅))


−

 qt−1(1− FY (k1))FY (kAt (∅|I)) + qt−1FY (k1)FY (kAt (∅|N))

+(1− qt−1)
[
π2(∅B)(1− FX(k1)) + (1− π2(∅B))(1− FY (k1))

]
FY (kAt (I|∅))

+(1− qt−1)
[
π2(∅B)FX(k1) + (1− π2(∅B))FY (k1)

]
FY (kAt (N |∅))


≤ qt−1FX(kAt (∅|I)) + (1− qt−1)FX(kAt (I|∅))− [qt−1FY (kAt (∅|N)) + (1− qt−1)FY (kAt (N |∅))]
< qt−1Fr(k

A
t (∅|I)) + (1− qt−1)Fr(k

A
t (I|∅))− [qt−1Fr(k

A
t (∅|N)) + (1− qt−1)Fr(k

A
t (N |∅))] for all r ∈ {X,Y },

where the last inequality follows from the FOSD between FX and FY . Hence, with 0 < π2(IR) −
π2(NR) < 1,

d(kAt (I|∅))− d(kAt (N |∅))
< qt−1Fr(k

A
t (∅|I)) + (1− qt−1)Fr(k

A
t (I|∅))− [qt−1Fr(k

A
t (∅|N)) + (1− qt−1)Fr(k

A
t (N |∅))].

(38)

First, if kAt (I|∅)) = kAt (N |∅), Lemma 2 (iii) implies kAt (∅|I) = kAt (∅|N), so we have a contradiction

with the above inequality. Now, suppose kAt (I|∅) > kAt (N |∅). Then, from Lemma 2 (iii),

d(kAt (∅|I))− d(kAt (∅|N))

=
1

2
(1− qt−1)

(
π2(IB)− π2(NB)

)
[FY (k1)− FX(k1)]

[
FX(kAt (I|∅))− FX(kAt (N |∅))
+FY (kAt (I|∅))− FY (kAt (N |∅))

]
< d(kAt (I|∅))− d(kAt (N |∅)),

where the last inequality follows from (A3) and 0 < (1−qt−1)
(
π2(IB)−π2(NB)

)
[FY (k1)−FX(k1)] <

1. Together, for each r ∈ {X,Y }, we have

d(kAt (∅|I))− d(kAt (∅|N)) < d(kAt (I|∅))− d(kAt (N |∅))
< qt−1Fr(k

A
t (∅|I)) + (1− qt−1)Fr(k

A
t (I|∅))− [qt−1Fr(k

A
t (∅|N)) + (1− qt−1)Fr(k

A
t (N |∅))]

= qt−1[Fr(k
A
t (∅|I))− Fr(kAt (∅|N))] + (1− qt−1)[Fr(k

A
t (I|∅))− Fr(kAt (N |∅))]

≤ max{Fr(kAt (∅|I))− Fr(kAt (∅|N)), Fr(k
A
t (I|∅))− Fr(kAt (N |∅))},

which yields a contradiction with (A3).

Proof of Lemma 3. From the homogeneous match in (5), in equilibrium, we have

USt (θ, ωS2 ,k
S
t ) ≡ d(θ)− [π2(ωS2 )XS

t (kSt ) + (1− π2(ωS2 ))Y S
t (kSt )] = d(θ)− d(kSt (ωS2 )),

and from the heterogeneous match in (9), in equilibrium, we have

UAt (θ, ωA2 ,k
A
t ) ≡ d(θ)−[π2(ωR2 )XA

t (kAt , π2(ωB2 ))+(1−π2(ωR2 ))Y A
t (kAt , π2(ωB2 ))] = d(θ)−d(kAt (ωA2 )).

The difference yields the result. Note that

PBt (ω2)

PBt (ω2) + PRt (ω2)
− 1− PBt (ω2)

2− PBt (ω2)− PRt (ω2)
=

PBt (ω2)− PRt (ω2)(
PBt (ω2) + PRt (ω2)

) (
2− PBt (ω2)− PRt (ω2)

)
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and

PRt (ω2)

PBt (ω2) + PRt (ω2)
− 1− PRt (ω2)

2− PBt (ω2)− PRt (ω2)
=

PRt (ω2)− PBt (ω2)(
PBt (ω2) + PRt (ω2)

) (
2− PBt (ω2)− PRt (ω2)

) .
Hence, the difference in expected payoffs to a B player is given by

PBt (ω2)− PRt (ω2)(
PBt (ω2) + PRt (ω2)

) (
2− PBt (ω2)− PRt (ω2)

) [USt (θ, ωS2 ,k
S
t )− UAt (θ, ωA2 ,k

A
t )
]
.

The result follows.

Proof of Proposition 3. Part 1. We first show (i). With (18) and (19), we define

X̂t(k̂
λ
t , ω

B
2 , λ) ≡ qt−1(1− FX(k1))FX(k̂λt (∅|I)) + qt−1FX(k1)FX(k̂λt (∅|N))

+ (1− qt−1)pX2 (I|ωB2 , λ)FX(k̂λt (I|∅)) + (1− qt−1)pX2 (N |ωB2 , λ)FX(k̂λt (N |∅)),

Ŷt(k̂
λ
t , ω

B
2 , λ) ≡ qt−1(1− FY (k1))FY (k̂λt (∅|I)) + qt−1FY (k1)FY (k̂λt (∅|N))

+ (1− qt−1)pY2 (I|ωB2 , λ)FY (k̂λt (I|∅)) + (1− qt−1)pY2 (N |ωB2 , λ)FY (k̂λt (N |∅)).

Together, the auxiliary mapping is defined as

Φ̂t(k̂
λ
t , λ) ≡

(
Φ̂t(k̂

λ
t , ω

A
2 , λ)

)
{ωA2 ∈ΩA2 }

, (39)

where Φ̂t(k̂
λ
t , ω

A
2 , λ) ≡ d−1

(
π2(ωR2 )X̂t(k̂

λ
t , ω

B
2 , λ) + (1 − π2(ωR2 ))Ŷt(k̂

λ
t , ω

B
2 , λ)

)
. Since Φ̂t(k̂

λ
t , ω

A
2 , λ)

is monotone in k̂λt , where Φ̂t(k̂
λ
t , ω

A
2 , λ) ≡ d−1

(
π2(ωR2 )X̂t(k̂

λ
t , ω

B
2 , λ) + (1 − π2(ωR2 ))Ŷt(k̂

λ
t , ω

B
2 , λ)

)
,

it suffices to show that the mapping is increasing in λ, to apply the monotone comparative statics

in Milgrom and Shannon (1994) to this parametrized approach.

Step 1. We first show k̂λt (N |∅) > k̂λt (I|∅)) for all λ > 0. To do that, we prove (iii) of Lemma 2

for the auxiliary mapping in (39) given λ > 0. We obtain a formula that is similar to the one from

the proof for (iii) of Lemma 2 except for λ in the formula below. By taking the difference between

k̂λt (∅|I) and k̂λt (∅|N),

d(k̂λt (∅|I))− d(k̂λt (∅|N))

= π2(∅R)X̂t(k̂
λ
t , I

B, λ) + (1− π2(∅R))Ŷt(k̂
λ
t , I

B, λ)− [π2(∅R)X̂t(k̂
λ
t , N

B, λ) + (1− π2(∅R))Ŷt(k̂
λ
t , I

B, λ)]

= π2(∅R)(1− qt−1)
[
FX(k̂λt (I|∅))− FX(k̂λt (N |∅))

]
λ
(
π2(IB)− π2(NB)

)
[FY (k1)− FX(k1)]

+ (1− π2(∅R))(1− qt−1)
[
FY (k̂λt (I|∅))− FY (k̂λt (N |∅))

]
λ
(
π2(IB)− π2(NB)

)
[FY (k1)− FX(k1)]

=
1

2
λ(1− qt−1)

(
π2(IB)− π2(NB)

)
[FY (k1)− FX(k1)]

[
FX(k̂λt (I|∅))− FX(k̂λt (N |∅))
+FY (k̂λt (I|∅))− FY (k̂λt (N |∅))

]
,

which establishes Lemma (iii) version for the auxiliary mapping. Now, we are ready to show

k̂λt (N |∅) > k̂λt (I|∅). Consider the difference k̂λt (I|∅) and k̂λt (N |∅) such that

d(k̂λt (I|∅))− d(k̂λt (N |∅)) =
(
π2(IR)− π2(NR)

)
[X̂t(k̂

λ
t , ∅B, λ)− Ŷt(k̂λt , ∅B, λ)].

Suppose, on the contrary, that k̂λt (I|∅) ≥ k̂λt (N |∅). Then, Lemma (iii) version for the auxiliary

mapping implies that k̂λt (∅|I) ≥ k̂λt (∅|N). Hence, given k̂λt (I|∅) ≥ k̂λt (N |∅) and k̂λt (∅|I) ≥ k̂λt (∅|N),
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for X̂t(k̂
λ
t , ∅B, λ), by taking those two higher values, and for Ŷt(k̂

λ
t , ∅B, λ), by taking those two lower

values, λ disappears, so X̂t(k̂
λ
t , ∅B, λ)− Ŷt(k̂λt , ∅B, λ) is rewritten as exactly the same as the one in

the proof of Proposition 2, which leads to (38). Then, we reach the same contradiction.

Step 2. Then for each ωA2 ∈ ΩA
2 , the derivative of ∅̂t(k̂λt , ωA2 , λ) with respect to λ > 0 yields

(1− qt−1)π2(ωR2 )[−(1− π2(ωB2 ))(1− FX(k1)) + (1− π2(ωB2 ))(1− FY (k1))]FX(k̂λt (I|∅))

+(1− qt−1)π2(ωR2 )[−(1− π2(ωB2 ))FX(k1) + (1− π2(ωB2 ))FY (k1)]FX(k̂λt (N |∅))

+(1− qt−1)(1− π2(ωR2 ))[π2(ωB2 ))(1− FX(k1))− π2(ωB2 )(1− FY (k1))]FY (k̂λt (I|∅))

+(1− qt−1)(1− π2(ωR2 ))[π2(ωB2 )FX(k1)− π2(ωB2 )FY (k1)]FY (k̂λt (N |∅)),

which can be rewritten as

(1− qt−1)π2(ωR2 )(1− π2(ωB2 ))[FY (k1)− FX(k1)][FX(k̂λt (N |∅))− FX(k̂λt (I|∅))]

−(1− qt−1)(1− π2(ωR2 ))π2(ωB2 )[FY (k1)− FX(k1)][FY (k̂λt (N |∅))− FY (k̂λt (I|∅))].
(40)

Let’s examine the above equation (40) closely for each ωA2 ∈ ΩA
2 : by substituting (2),

(i) ωA2 = I|∅

(1− qt−1)[FY (k1)− FX(k1)]

2(2− FX(k1)− FY (k1))

{
(1− FX(k1))[FX(k̂λt (N |∅))− FX(k̂λt (I|∅))]

−(1− FY (k1))[FY (k̂λt (N |∅))− FY (k̂λt (I|∅))]

}
,

(ii) ωA2 = ∅|I

(1− qt−1)[FY (k1)− FX(k1)]

2(2− FX(k1)− FY (k1))

{
(1− FY (k1))[FX(k̂λt (N |∅))− FX(k̂λt (I|∅))]

−(1− FX(k1))[FY (k̂λt (N |∅))− FY (k̂λt (I|∅))]

}
,

(iii) ωA2 = ∅|N

(1− qt−1)[FY (k1)− FX(k1)]

2(FX(k1) + FY (k1))

{
FY (k1)[FX(k̂λt (N |∅))− FX(k̂λt (I|∅))]

−FX(k1)[FY (k̂λt (N |∅))− FY (k̂λt (I|∅))]

}
,

(iv) ωA2 = N |∅

(1− qt−1)[FY (k1)− FX(k1)]

2(FX(k1) + FY (k1))

{
FX(k1)[FX(k̂λt (N |∅))− FX(k̂λt (I|∅))]

−FY (k1)[FY (k̂λt (N |∅))− FY (k̂λt (I|∅))]

}
.

Then, by k̂λt (N |∅) > k̂λt (I|∅) from Step 1, if (A5) holds, we have a positive sign for all four cases.

Part 2. We show (ii) for qt−1 sufficiently close to 1. Since Φ̂t(k̂
λ
t , ω

A
2 , λ) is continuous in λ, qt−1,

for each ωA2 ∈ ΩA
2 , we have

∂2Φ̂t(k̂
λ
t , ω

A
2 , λ)

∂λ∂qt−1
< 0,

which implies

qt−1 → 1,
∂Φ̂t(k̂

λ
t , ω

A
2 , λ)

∂λ
→ 0 for each λ > 0 and qt−1 >

1

2
.

This establishes that a homogeneous mapping in (8) and a heterogeneous mapping in (12) are

uniformly close to each other for a sufficiently high qt−1.
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Proof of Lemma 4. (i) First, by combining Lemma 3 and Proposition 3, with (16) and

(20), a location equilibrium as given by Definition 1 can be simplified such that `t is a location

equilibrium if (i) for each ω2 ∈ Ω2,

`Bt (ω2) =

E if ∆Pt(ω2, `t)[1{ω2∈ΩB+
2 } − 1{ω2∈ΩB−2 }] > 0,

W if ∆Pt(ω2, `t)[1{ω2∈ΩB+
2 } − 1{ω2∈ΩB−2 }] < 0,

`Rt (ω2) =

E if ∆Pt(ω2, `t)[1{ω2∈ΩR+
2 } − 1{ω2∈ΩR−2 }] < 0,

W if ∆Pt(ω2, `t)[1{ω2∈ΩR+
2 } − 1{ω2∈ΩR−2 }] > 0,

(41)

and (ii) PBt (ω2, `
B
t ) = E

[
1{`Bt (ω̃2)=E} | ω2

]
and PRt (ω2, `

R
t ) = E

[
1{`Rt (ω̃2)=E} | ω2

]
. Since 1{ω2∈ΩB+

2 }−
1{ω2∈ΩB−2 } = −[1{ω2∈ΩR+

2 } − 1{ω2∈ΩR−2 }], for all ω2, we have `Bt (ω2) = `Rt (ω2).

(ii) Given `Bt (ω2) = `Rt (ω2),

∆Pt(ω2, `t) = E
[
1{`Bt (ω̃2)=E} | ω2

]
− E

[
1{`Rt (ω̃2)=E} | ω2

]
= (2qt−1 − 1)p(I|ωB2 )1{`gt (I,∅)=E} − (2qt−1 − 1)p(N |ωR2 )1{`gt (∅,N)=E}

+ (2qt−1 − 1)p(N |ωB2 )1{`gt (N,∅)=E} − (2qt−1 − 1)p(I|ωR2 )1{`gt (∅,I)=E},

which results in (21) given p(I|ωR2 ) = 1 − p(N |ωR2 ) and p(I|ωB2 ) = 1 − p(N |ωB2 ). We divide the

proof into two cases.

Case 1. Consider ΩB+
2 and note that for each ω2 = (ωB2 , ω

R
2 ) ∈ ΩB+

2 , p(N |ωB2 ) < p(N |ωR2 ) from

(10). Suppose 1{`t(I,∅)=E} 6= 1{`t(∅,N)=E}. First, suppose 1{`t(I,∅)=E} = 1, 1{`t(∅,N)=E} = 0. Since

(∅, N) ∈ ΩB+
2 but 1{`t(∅,N)=E} = 0 (choosing W ), from (21), for ω2 = (∅, N), there must be more

B players in W , that is,

0 > ∆Pt((∅, N), `t)

= (2qt−1 − 1)
[
(1− p(N |∅B))− (1− p(N |NR))1{`t(∅,I)=E} + p(N |∅B)1{`t(N,∅)=E}

]
> (2qt−1 − 1)

[
(1− p(N |NR))(1− 1{`t(∅,I)=E}) + p(N |∅B)1{`t(N,∅)=E}

]
,

where the last inequality follows from 1− p(N |∅B) > 1− p(N |NR). However, (1− p(N |NR))(1−
1{`t(∅,I)=E}) + p(N |∅B)1{`t(N,∅)=E} ≥ 0 for all 1{`t(N,∅)=E},1{`t(∅,I)=E}. We have a contradiction.

Now, suppose 1{`t(I,∅)=E} = 0, 1{`t(∅,N)=E} = 1. Since (∅, N) ∈ ΩB+
2 but 1{`t(∅,N)=E} = 1 (choosing

E), from (21), for ω2 = (∅, N), there must be more B players in E, that is,

0 < ∆Pt((∅, N), `t)

= (2qt−1 − 1)
[
−p(N |NR)− (1− p(N |NR))1{`t(∅,I)=E} + p(N |∅B)1{`t(N,∅)=E}

]
< (2qt−1 − 1)

[
−p(N |∅B)(1− 1{`t(N,∅)=E})− (1− p(N |NR))1{`t(∅,I)=E}

]
,

where the last inequality follows from−p(N |∅B) > −p(N |NR). However, −p(N |∅B)(1−1{`t(N,∅)=E})−
(1− p(N |NR))1{`t(∅,I)=E} ≤ 0 for all 1{`t(N,∅)=E},1{`t(∅,I)=E}. We have a contradiction.

Case 2. Consider ΩB−
2 and note that for each ω2 = (ωB2 , ω

R
2 ) ∈ ΩB+

2 , p(N |ωB2 ) > p(N |ωR2 ) from

(10). Suppose 1{`t(N,∅)=E} 6= 1{`t(∅,I)=E}. First, suppose 1{`t(N,∅)=E} = 1, 1{`t(∅,I)=E} = 0. Since

(N, ∅) ∈ ΩB−
2 but 1{`t(N,∅)=E} = 1 (choosing E), from (21), for ω2 = (N, ∅), there must be more B
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players in W , that is,

0 > ∆Pt((N, ∅), `t)
= (2qt−1 − 1)

[
p(N |NB) + (1− p(N |NB))1{`t(I,∅)=E} − p(N |∅

R)1{`t(∅,N)=E}
]

> (2qt−1 − 1)
[
p(N |∅R)(1− 1{`t(∅,I)=E}) + (1− p(N |NB))1{`t(I,∅)=E}

]
,

where the last inequality follows from p(N |NB) > p(N |∅R). However, p(N |∅R)(1− 1{`t(∅,I)=E}) +

(1 − p(N |NB))1{`t(I,∅)=E} ≥ 0 for all 1{`t(I,∅)=E},1{`t(∅,N)=E}. We have a contradiction. Now,

suppose 1{`t(N,∅)=E} = 0, 1{`t(∅,I)=E} = 1. Since (N, ∅) ∈ ΩB−
2 but 1{`t(N,∅)=E} = 0 (choosing W ),

from (21), for ω2 = (N, ∅), there must be more B players in E, that is,

0 < ∆Pt((N, ∅), `t)
= (2qt−1 − 1)

[
−(1− p(N |∅R)) + (1− p(N |NB))1{`t(I,∅)=E} − p(N |∅

R)1{`t(∅,N)=E}
]

< (2qt−1 − 1)
[
−(1− p(N |NB))(1− 1{`t(I,∅)=E})− p(N |∅

R)1{`t(∅,N)=E}
]
,

where the last inequality follows from p(N |NB) > p(N |∅R). However, −(1 − p(N |NB))(1 −
1{`t(I,∅)=E})− p(N |∅R)1{`t(∅,N)=E} ≤ 0 for all 1{`t(I,∅)=E},1{`t(∅,N)=E}. We have a contradiction.

(iii) Given the result (ii), if for each ω2 ∈ Ωg+
2 , ω′2 ∈ Ωg−

2 , `gt (ω) = `gt (ω
′), we have ∆Pt(ω2, `t) =

0, which contradicts what we suppose ∆Pt(ω2, `t) 6= 0.

Proof of Proposition 4. First, note that (2qt−1− 1) > 0 from Lemma 1. Given the formula

in (23), if 1 − N2(ω2) > 0 for all ω2 ∈ Ω2, there exists a binary splitting location equilibrium.

Now, suppose a binary splitting location equilibrium. From FOSD in (A2), p2(N |ωB2 ) is strictly

decreasing in π2(ωg2), so for (ωB2 , ω
R
2 ) = (N, ∅) or (ωB2 , ω

R
2 ) = (∅, N) and for (ω̃B2 , ω̃

R
2 ) = (I, ∅) or

(ω̃B2 , ω̃
R
2 ) = (∅, I),

N2(ωB2 , ω
R
2 ) = p2(N |ωB2 ) + p2(N |ωR2 ) > p2(N |ω̃B2 ) + p2(N |ω̃R2 ) = N2(ω̃B2 , ω̃

R
2 ),

where recall

p2(N |ωB2 ) + p2(N |ωR2 )

= π2(ωB2 )FX(k1) + (1− π2(ωB2 ))FY (k1) + π2(ωR2 )FX(k1) + (1− π2(ωR2 ))FY (k1).

This implies that 1−N2(ω2) > 0 for all ω2 ∈ Ω2 if and only if 1−N2(N, ∅) > 0 in Proposition 4.

Now, suppose that 1 −N2(ω2) ≤ 0 for some ω2 ∈ Ω2. If 1 −N2(ω2) < 0, we have a contradiction

with Lemma 4 and (23), and if 1 − N2(ω2) = 0, there can other location equilibria due to the

indifference.

Proof of Proposition 5. Part 1. First, using γ, the addition of systematic polarization

changes the formula in (23) to

∆Pt(ω2, `t) =

{
α(2qt−1 − 1)[1−N2(ω2)] + (1− α)γ∆Pt−1 if ∆Pt(ω2, `t) > 0,

−α(2qt−1 − 1)[1−N2(ω2)] + (1− α)γ∆Pt−1 if ∆Pt(ω2, `t) < 0.
(42)
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Note that qt−1 from (4) can be rewritten as:

qt−1 ≡
PBt−1 + PRt−1 − 2PBt−1PRt−1(

PBt−1 + PRt−1

) (
2− PBt−1 − PRt−1

) .
=

1

2− (PBt−1 + PRt−1)
−

(PBt−1 + PRt−1)2 −∆P2
t−1

2(PBt−1 + PRt−1)(2− PBt−1 − PRt−1)

=
1

2
+

∆P2
t−1

2At−1(2−At−1)
.

Then, by substituting the above into (42), we obtain (25).

Part 2. Consider the belief dynamics (25).

(i) For ∆Pt(ω2, `t) < 0, the square function yields a positive horizontal intercept (1−α)γ
α

At−1(2−At−1)
1−N2(ω2)

to make (25) zero (see the right panel of Figure 5). If ∆Pt−1 <
(1−α)γ

α
At−1(2−At−1)
1−N2((N,∅)) where we choose

ω2 = (N, ∅) for N2(ω2), an equilibrium with ∆Pt(ω2, `t) < 0 cannot arise since the square func-

tion yields a positive value for ω2 = (N, ∅), contradicting ∆Pt(ω2, `t) < 0. On the other hand,

if ∆Pt−1 > (1−α)γ
α

At−1(2−At−1)
1−N2((N,∅)) . both ∆Pt(ω2, `t) > 0 and ∆Pt(ω2, `t) < 0 equilibria can arise.

That is, the possible sign of the period t equilibrium belief depends on whether the period t − 1

actual population difference ∆Pt−1 is large or small. The only robust equilibrium belief is that

∆Pt−1 > 0 (< 0) yields ∆Pt(ω2, `t) > 0 (< 0), which is corresponding to a Markov location strategy

(26). With a Markov location strategy, the belief dynamics (25) changes into

∆Pt(ω2, `t) =

α
1−N2(ω)

At−1(2−At−1)∆P2
t−1 + (1− α)γ∆Pt−1 if ∆Pt−1 > 0,

−α 1−N2(ω)
At−1(2−At−1)∆P2

t−1 + (1− α)γ∆Pt−1 if ∆Pt−1 < 0,
(43)

where note that ∆Pt(ω2, `t) only depends on the sign of ∆Pt−1, unlike (25).

(ii) It is immediate that ∆Pt−1 = 0 implies ∆Pt(ω2, `t) = 0. Consider ∆Pt(ω2, `t) = 0 and

suppose ∆Pt−1 6= 0. Then, we have a contradiction given (43).

Proof of Lemma 5. From an outside theorist’s point of view, p(N |ωB2 ) = FB(k1) and

p(N |ωR2 ) = FR(k1), and the summation of them yields (30). Then, one can show that At converges

to 1−FB(k1)+FR(k1) such that At > At−1 for all t = 1, 2, .... if A0 < 1−FB(k1)+FR(k1), whereas

At < At−1 for all t = 1, 2, .... if A0 > 1− FB(k1) + FR(k1) since from (30), we have

At −At−1 =

{
α[1− FB(k1) + FR(k1)−At−1] > 0 if A0 < 1− FB(k1) + FR(k1),

α[1− FB(k1) + FR(k1)−At−1] < 0 if A0 > 1− FB(k1) + FR(k1).

For any combination of (FB, FR), if A0 < 1 − |FB(k1) − FR(k1)|, At−1 strictly increases, whereas

A0 > 1 + |FB(k1)− FR(k1)|, At−1 strictly decreases. Both cases make At−1(2− At−1) increase, so

x∗t−1 through (29).

Proof of Proposition 6. The real dynamics in (27) can be rewritten as:

∆Pt −∆Pt−1 =

{[
αβt−1∆Pt−1 + (1− α)γ − 1

]
∆Pt−1 if ∆Pt−1 ≥ 0,[

− αβt−1∆Pt−1 + (1− α)γ − 1
]
∆Pt−1 if ∆Pt−1 ≤ 0.
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Then, given αβτ−1∆Pτ−1 + (1−α)γ − 1 ≤ 0, we have ∆Pτ ≤ ∆Pτ−1. For A0 satisfying Lemma 5,

x∗t > x∗t−1 for all t = 1, 2, ...., which implies that βt < βt−1. With it, we show that if ∆Pt−∆Pt−1 ≤
0, then ∆Pt+1 −∆Pt < 0 for all t ≥ 0 such that

∆Pt+1 −∆Pt =
[
αβt∆Pt + (1− α)γ − 1

]
∆Pt

<
[
αβt−1∆Pt−1 + (1− α)γ − 1

]
∆Pt

=
[
∆Pt −∆Pt−1

]
∆Pt.

Hence, ∆Pt+1 < ∆Pt for all t ≥ τ .

Proof of Proposition 7. First, we show that if αβt∆Pt + (1− α)γ > 1 then αβt−1∆Pt−1 +

(1 − α)γ > 1 for all t = 1, 2, ..... Suppose, on the other hand, that there exists t such that

αβt−1∆Pt−1 + (1− α)γ ≤ 1 and αβt∆Pt + (1− α)γ > 1. Then, ∆Pt ≤ ∆Pt−1. And βt < βt−1 by

the proof of Lemma 5. Hence,

αβt−1∆Pt−1 + (1− α)γ ≥ αβt−1∆Pt + (1− α)γ > αβt∆Pt + (1− α)γ > 1,

which is a contradiction. We define ft−1 in (27) in the positive domain and that in the negative

domain, respectively, as

f
(+)
t−1(x) ≡ αβt−1x

2 + (1− α)γx if x > 0,

f
(−)
t−1(x) ≡ −αβt−1x

2 + (1− α)γx if x < 0.

and their inverse functions as h
(+)
t−1(x) and h

(−)
t−1(x).

Part (i) 1 − N2 > 0. Find t̂ such that t̂ ≡ max{t : x
(+)
t ≤ 1}. Then, given t̂, we obtain

∆Pt̂ = h
(+)

t̂
(1), which yields

x′ ≡ h(+)
0

(
h

(+)
1

(
· · ·h(+)

t̂
(1) · · ·

))
.

Finally, denote by x̂ a critical level satisfying a relatively high difference in Proposition 3, and then

x† = max{x′, x̂}.
Part (ii) Consider a sequence of functions such that f

(+)
0 , f

(−)
1 , .... with their corresponding fixed

points such as x
(+)
0 , x

(−)
1 , ..... Now denote

xat =

{
x

(+)
t if t = 2τ − 2,

x
(−)
t if t = 2τ − 1.

Find t̂ such that t̂ ≡ max
{
t :
∣∣xat ∣∣ ≤ 1

}
. Then, given t̂, we obtain ∆Pt̂ = h

(s)

t̂
(1), where

s =

{
+ if f

(+)

t̂
(∆Pt̂) = −1,

− if f
(−)

t̂
(∆Pt̂) = 1.

Then, we find

x′′ ≡ h(+)
0

(
h

(−)
1

(
· · ·h(s)

t̂
(1) · · ·

))
.

As in Part (i), x†† = max{x′′, x̂}. This completes the proof.
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Proof of Proposition 8. We show only the case where A0 > 1 and divide the proof into two

parts.

Case 1. FB < FR. Denote the sum of the moving probabilities with FB < FR by A′t−1 and the

sum with FB = FR by At−1. Since by Lemma 5, At−1 > 1, we have α + (1 − α)At−1 > 1. Then,

given 1− FB(k1) + FR(k1) > 1, by comparing FB < FR with FB = FR,

α[1− FB(k1) + FR(k1)] + (1− α)A′t−1 > α+ (1− α)At−1,

which implies that A′t−1(2−A′t−1) < At−1(2−At−1) for all t since the function a(2− a) is strictly

decreasing in a > 1. Further, denote N ′2 = FX(k1) + FY (k1) for the different distributions and

N2 = FY (k1) +FY (k1) for the same distribution. By FOSD between FX and FY , we have 1−N ′2 >
1−N2. Overall, consider (28), and given β′t−1 for the different distributions and β′t−1 for the same

distribution, we have β′t−1 > βt−1.

Case 2. FB > FR. Denote the sum of the moving probabilities with FB > FR by A′′t−1 and the

sum with FB = FR by At−1. Since by Lemma 5, At−1 > 1, we have α+ (1− α)
(
PBt−1 +PRt−1

)
> 1.

Then, given 1− FB(k1) + FR(k1) < 1, by comparing FB > FR with FB = FR, we have

α[1− FB(k1) + FR(k1)] + (1− α)A′′t−1 < α+ (1− α)At−1,

which implies that A′′t−1(2−A′′t−1) > At−1(2−At−1) for all t since the function a(2− a) is strictly

decreasing in a > 1. Further, denote N ′′2 = FX(k1) + FY (k1) for the different distributions and

N2 = FX(k1)+FX(k1) for the same distribution. By FOSD between FX and FY , we have 1−N ′′2 <

1−N2. Overall, consider (28), and given β′t−1 for the different distributions and β′′t−1 for the same

distribution, we have β′′t−1 < βt−1.

The result can be shown by comparing different values of βt−1 in ft−1 from (27). We denote

ft−1 given FB = FR and say that a function gt−1 uniformly dominates ft−1 if gt−1(x) > ft−1(x) for

all x. The other case, A0 < 1, can be shown using a similar procedure.

(i) If A0 > 1 and ft−1 is given the symmetric distribution, then{
gt−1 dominates ft−1 with (FY , FY ) if gt−1 is given FB < FR,

ft−1 dominates gt−1 with (FX , FX) if gt−1 is given FB > FR.

(ii) If A0 < 1 and ft−1 given the symmetric distribution, then{
gt−1 dominates ft−1 with (FY , FY ) if gt−1 is given FB > FR,

ft−1 dominates gt−1 with (FX , FX) if gt−1 is given FB < FR.

The dominance implies a lower fixed point.
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