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#### Abstract

We investigate the welfare effect of disclosure of conflict of interest when an expert advises a decision maker. In a model with verifiable information and uncertainty about the expert's conflict of interest and the informedness of the expert, we show that disclosure of the expert's bias is counterproductive when the magnitude of the expert's bias is not too large and the likelihood of the expert being informed is low. Moreover, the harm of disclosing the expert's conflict of interest is more significant when there is a larger uncertainty about the nature of the expert's conflict of interests.
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## 1 Introduction

Consider a situation where a homeowner wants to install solar panels and has two options: leasing or purchasing solar panels. One option may dominate the other depending on the productivity of solar panels, shade around her house, and the terms of government subsidies. The homeowner may not have all the relevant information for decision-making and consults a salesperson. However, the salesperson may bias toward one of the options based on the structure of his commission, which is usually unknown to clients. ${ }^{1}$ How much information will the salesperson reveal, given his bias? Will the homeowner be better off if the salesperson discloses conflicts of interest? Decision-makers have similar questions when they seek advice from financial advisors, medical professionals, or management consultants.

It is often argued that experts should disclose conflicts of interest to enhance transparency and facilitate more informed decisions by clients. Based on this principle, Physician Payments Sunshine Act (PPSA) requires physicians to disclose financial interests in manufacturers of drugs, devices, biologicals, and medical supplies; SEC issues guidance requiring that investment advisors disclose financial conflicts of interest when advising clients. In this paper, we formally study this problem in a theoretical model of information transmission, where a biased expert advises a decision-maker who is uncertain about the expert's bias. We investigate whether and when mandatory disclosure of the expert's bias can improve the decision maker's welfare.

We adopt Crawford and Sobel's (1982) setup where the state is drawn from an interval, and the expert and the decision-maker have partially aligned preferences that are represented by quadratic loss functions. However, we assume that information is verifiable, in that the expert can withhold information but cannot lie about it.

[^1]So, we have a "hard-information" model in the style of Milgrom (1981) and Grossman (1981). The hard-information assumption applies in expert-client relationships where lying is detectable, is a violation of the professional code of conduct, and is subject to severe penalties and punishment. There are two types of uncertainties about the characteristics of the expert-his informedness and his bias. The expert's characteristics are his private information. When the state of the world is realized, the informed expert perfectly observes it, and the uninformed expert learns nothing. Then, the expert sends a verifiable message to the decision-maker, who then takes an action to maximize her utility. The assumption that the expert has different degrees of informedness is motivated by the fact that experts differ in their expertise. For example, some salespersons are fully aware of all the relevant information for solar installation, whereas others may not know the details of government subsidies.

It is illustrative to consider the case where the expert's biases are in the opposite directions with the same magnitude. If the decision maker faces uncertainty about the expert's bias, the expert will withhold information close to the expected state and disclose information in extreme states. Specifically, the upward biased expert withholds information in an interval connected to the left of the interval in which the downward biased expert withholds information. The point where the two intervals connect is close to the expected state. If the expert is silent, the decision maker infers that there are three possible events: (i) the expert is uninformed about the state, (ii) the expert is informed and has an upward bias, and the state of the world is low, and (iii) the expert is informed and has a downward bias, and the state is high. The decision maker will take into account the probabilities of the three events and take an action at the conditional expected state, which is the point where the two intervals connect.

Now, consider mandatory disclosure of conflicts of interest. The expert's bias is known to the decision maker in this case. Suppose the expert has an upward bias
and does not reveal any information. The decision maker will be more suspicious that the state is low than the case when she is unsure about the expert's bias. As a result, staying silent will lead to a lower action than the case with uncertainty on the expert's bias. The case with downward bias is symmetric. Unraveling does not arise in equilibrium because the expert may not know the state. The intervals in which the upward biased and downward biased experts withhold information are disjoint and close to the two extreme states. Hence, the expert will withhold more extreme information compared with no mandatory disclosure.

We identify a novel tradeoff that affects the decision-maker's welfare if the expert discloses conflicts of interest. On the one hand, disclosing conflicts of interest may induce the informed expert to reveal more information than without disclosure. This is because the expert cannot pool with others with different biases and hence faces more pressure of unraveling. This force increases the decision maker's payoff.

On the other hand, disclosure reduces the decision maker's expected payoff if the expert is uninformed about the state of the world. If the decision maker knew that the expert is uninformed, her optimal action is equal to the expected state of the world. Suppose fthe decision-maker does not know the nature of the expert's conflicts of interest. Then, she tends to interpret the expert's "silence" in a more neutral way and takes an action close to the expected state of the world. If the decision-maker knows that the expert has an upward bias, she is more suspicious that the state is low when the expert stays silent than if the expert's bias is unknown. As a result, when the upward-biased expert stays silent, the decision maker will take an action further away from the expected state toward the low end. Hence, under disclosure, the decision-maker will bear a larger loss from distortion in action if the expert is uninformed about the state.

We find that mandatory disclosure of conflicts of interest hurts the decision-maker if the expert's bias is small and the likelihood that he is informed about the state is
low. The decision maker benefits from disclosure, otherwise. Moreover, the decision maker suffers a larger loss from disclosure of conflicts of interest if she faces a larger uncertainty about the expert's bias. We also find that the expert prefers not to disclose his bias. Hence, he will not voluntarily disclose conflicts of interest.

Our results are robust against the distribution of the expert's bias. Disclosure of conflicts of interest may hurt the decision maker even when the expert biases toward the same direction, provided that the magnitudes of the biases are small. The tradeoff holds qualitatively true given the decision maker's quadratic loss function. Under disclosure, the decision maker will take different actions when different types of experts withhold information. By contrast, she will take the same action when the expert with unknown biases withholds information. The quadratic loss function implies that the expected distortion in action is higher under disclosure than without disclosure.

Academic researchers have come to different conclusions on this subject, both theoretically (Li and Madarasz, 2008) and experimentally (Cain et al., 2005; Chung and Harbaugh, 2019; Ismayilov and Potters, 2013). ${ }^{2}$ Dye (1985) (see also Jung and Kwon 1988) considers a model in which the expert with a known bias may not be informed. He shows that information will not unravel in equilibrium. We focus on the case in which the decision maker faces uncertainty about the expert's bias and evaluate the welfare consequence of the mandatory disclosure of conflicts of interest.

In previous work, Seidmann and Winter (1997) generalize Milgrom's (1981) "unravelling" result to the case where there is not a straightforward delineation between "good news" and "bad news." ${ }^{3}$ In particular, they show that in the uniform-quadratic case of Crawford and Sobel (1982), full revelation is a plausible equilibrium if the expert is able to make any true statement in the form of "the state of the world is

[^2]in set $S, "$ and only such statements.
Li and Madarasz (2008) consider information transmission in a setting where the decision maker does not know the direction of the bias of the expert, and show that in the "uniform-quadratic" setup if the expert can only use cheap-talk messages, both the expert and the decision maker are strictly better off from not having the bias of the expert disclosed, as long as the magnitude of the expert's bias is not too big. Although our results share some similarity with Li and Madarasz (2008), the driving forces for the results are very different. In our model, the expert is not always informed and mandatory disclosure policy is harmful to the client when the expert is uninformed. In fact, in our setting, mandatory disclosure of interests benefits the client if the expert is always informed. By contrast, Li and Madarasz (2008) assume that expert is always perfectly informed.

Our theoretical framework is related to that of Shavell (1989) and Bhattacharya and Mukherjee (2013), who like us consider verifiable information and "reveal or not reveal" communication strategies. However, they do not consider uncertainty about the expert's bias. Wolinsky (2003) studies a model of communication with verifiable information and some uncertainty about the expert's preferences, but the form of uncertainty is different and he does not consider welfare consequences of disclosure of conflicts of interest. In concurrent work, Mezzetti (2020) considers a hard-information communication game in which the expert is fully informed and has access to a wider set of available messages. Unlike ours, his focus is not on the welfare comparison between disclosure of conflicts of interest and nondisclosure.

## 2 Model

There are an expert and a decision maker, both of whom have quadratic loss preferences. The expert's (sender) payoff is denoted by

$$
u(\theta, y, \beta)=-(y-(\theta+\beta))^{2},
$$

and the decision maker's (receiver) payoff is denoted by

$$
v(\theta, y)=-(\theta-y)^{2},
$$

where $\theta \in \Theta$ is the state of the world with distribution function $F, y$ is the decision maker's action, and $\beta$ is the random bias of the expert. We assume that $\Theta=[0,1]$ and the density function $f$ is unimodal and symmetric around the mean $\mu \equiv E(\theta)$. Many distributions satisfy these properties, including uniform distribution, triangle distribution, (truncated) normal distribution, and (truncated) Cauchy distribution. Given our assumption about the symmetry of the distribution, $\mu=1 / 2$. Furthermore, we assume that $\beta \in\{-b, b\}$, with $0<b \leq \mu / 2$, and $\beta=b$ with probability $p \in(0,1)$. So the size of the expert's bias is commonly known, but its direction is the expert's private information. This assumption allows a clean analysis that demonstrates the basic intuition. In Section 5, we consider general distributions of $\beta$.

Regardless of the expert's bias $\beta$, the expert is perfectly informed about $\theta$ with probability $q \in(0,1)$ and is uninformed with the complementary probability. The probabilities $q$ and $p$ are common knowledge. Whether or not the expert is informed about the state of the world and the direction of his bias is the expert's private information.

The expert sends the decision maker a verifiable message. If the expert is informed, he can either report the state of the world or report nothing. Hence, the message space is $M=\Theta \cup\{\emptyset\}$, where $\emptyset$ means "report nothing." The uninformed
type can only report message $\emptyset$. The informed type learns the state of the world, and his strategy is $m_{I}^{\beta}(\theta):\{-b, b\} \times \Theta \rightarrow M$. The decision maker's strategy is a mapping from the message space to the action space $Y: M \rightarrow[0,1]$.

The game unfolds as follows:

- Stage 1. Nature draws the state of the world and the expert's type, which indicates whether he is informed and the direction of his bias. The expert privately learns his type. The informed expert also privately learns the state of the world.
- Stage 2. The expert sends a verifiable message to the decision maker.
- Stage 3. The decision maker receives the message and then takes an action.

In what follows, we characterize the perfect Bayesian equilibria when the expert does not disclose his bias and when he is required to do so. Then, we analyze the welfare implications of the disclosure policy.

## 3 No Disclosure

We first analyze the equilibrium when the expert does not disclose the direction of his bias.

Because the expert cannot lie about the state of the world, in any perfect Bayesian equilibrium, the decision maker either receives a message perfectly revealing the state of the world or the message $\emptyset$ revealing no information about the state. Given the decision maker's preferences, upon receiving the perfectly revealing message, the decision maker takes an action which matches the message and obtains the maximum payoff 0 . Given the decision maker's action, the expert's payoff is

$$
u(\theta, y, \beta)=-(\beta)^{2}
$$

If the decision maker receives the message $\emptyset$, she forms an expectation about the state of the world based on the prior about the expert's type and his equilibrium strategy. The decision maker then takes the action denoted by $y_{\emptyset} \in[0,1]$ to maximize her expected payoff.

Now, consider the informed expert's decision about which message to send. As shown above, the expert obtains $u(\theta, \theta, \beta)=-(\beta)^{2}$ by sending the truth revealing message and $u\left(\theta, y_{\emptyset}, \beta\right)=-\left(y_{\emptyset}-(\theta+\beta)\right)^{2}$ by sending the no information message $\emptyset$. Because $u(\theta, \theta, \beta)$ is constant in $\theta$ and $u\left(\theta, y_{\emptyset}, \beta\right)$ is concave in $\theta$, the expert prefers to withhold information if and only if $\theta \in\left[\max \left\{y_{\emptyset}-\beta-|\beta|, 0\right\}, \min \left\{y_{\emptyset}-\beta+|\beta|, 1\right\}\right] .{ }^{4}$ Hence, the expert will send the message $\emptyset$ for $\theta \in\left[\underline{y}\left(y_{\emptyset}\right), y_{\emptyset}\right]$ if he has a positive bias and for $\theta \in\left[y_{\emptyset}, \bar{y}\left(y_{\emptyset}\right)\right]$ if he has a negative bias, where

$$
\begin{aligned}
& \underline{y}\left(y_{\emptyset}\right) \equiv \max \left\{y_{\emptyset}-2 b, 0\right\} \\
& \bar{y}\left(y_{\emptyset}\right) \equiv \min \left\{y_{\emptyset}+2 b, 1\right\} .
\end{aligned}
$$

To see the intuition, recall that the positive biased expert wants to induce an action higher than the state of the world. If $\theta>y_{\emptyset}$, withholding information will result in an action lower than the state of the world. As a result, it is optimal for the the expert to truthfully report the state. The expert is indifferent between whether or not to withhold information at $\theta=y_{\emptyset}$ because the decision maker will take the same action. For $\theta<y \emptyset$, the expert has incentives to withhold information. Because the expert has a moderate bias, i.e. $b \leq \mu / 2$, he is better off inducing the action $y_{\emptyset}$ when the state is not too far away from it. When state is significantly lower than $y_{\emptyset}$, the expert prefers to truthfully report it because withholding information will lead to a larger loss due to the big distortion in the decision maker's action. If the the expert has an extreme bias, he will wish to induce $y_{\emptyset}$ for all states lower than it. We

[^3]ignore the case with extreme bias because it does not add any new insights and is less interesting. The intuition for the negative biased expert is analogous.

Upon receiving the message $\emptyset$, the decision maker updates her expected state of the world to

$$
\begin{equation*}
E(\theta \mid \emptyset)=\operatorname{Pr}(U \mid \emptyset) E(\theta \mid U, \emptyset)+\operatorname{Pr}(I \mid \emptyset) E(\theta \mid I, \emptyset) \tag{1}
\end{equation*}
$$

where $U(I)$ means that the expert is uninformed (informed) and

$$
\operatorname{Pr}(U \mid \emptyset) \equiv \frac{1-q}{1-q+q \operatorname{Pr}(\emptyset \mid I)}
$$

is the probability that the expert is uninformed conditional on message $\emptyset, E(\theta \mid U, \emptyset)$ is the conditional expectation of $\theta$ when the expert is uninformed and sends $\emptyset$, and $E(\theta \mid I, \emptyset)$ is the conditional expectation of $\theta$ when the expert is informed and sends message $\emptyset$.

Given that the decision maker has the quadratic loss function, her optimal action upon receiving message $\emptyset$ equals her expected state of the world. Hence, the decision maker's equilibrium action $y_{\emptyset}^{*}$ solves

$$
\begin{equation*}
y \emptyset=E(\theta \mid \emptyset) \tag{2}
\end{equation*}
$$

Substitute $E(\theta \mid \emptyset)$ and rearrange terms, (2) can be rewritten as

$$
\begin{equation*}
(1-q)\left(\mu-y_{\emptyset}\right)=q \operatorname{Pr}(\emptyset \mid I)\left(y_{\emptyset}-E(\theta \mid I, \emptyset)\right) . \tag{3}
\end{equation*}
$$

Upon receiving message $\emptyset$, the decision maker infers that the expected state is $\mu$ if the expert is uninformed and is $E(\theta \mid I, \emptyset)$ if the expert is informed and choose to withhold information. Equation (3) states that the decision maker's optimal action should equate the expected loss when the expert is uninformed and when he is informed.

Substituting

$$
\operatorname{Pr}(\emptyset \mid I)=p \int_{\underline{y}\left(y_{\emptyset}\right)}^{y_{\emptyset}} d F(\theta)+(1-p) \int_{y_{\emptyset}}^{\bar{y}\left(y_{\emptyset}\right)} d F(\theta)
$$

and

$$
E(\theta \mid I, \emptyset)=\frac{p \int_{\underline{y}\left(y_{\emptyset}\right)}^{y_{\emptyset}} \theta d F(\theta)+(1-p) \int_{y_{\emptyset}}^{\bar{y}\left(y_{\emptyset}\right)} \theta d F(\theta)}{p \int_{\underline{y}\left(y_{\emptyset}\right)}^{y_{\emptyset}} d F(\theta)+(1-p) \int_{y_{\emptyset}}^{\bar{y}\left(y_{\emptyset}\right)} d F(\theta)}
$$

into the right hand side of (3), we have

$$
\begin{equation*}
(1-q)\left(\mu-y_{\emptyset}\right)=q\left(p \int_{\underline{y}\left(y_{\emptyset}\right)}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right) d F(\theta)-(1-p) \int_{y_{\emptyset}}^{\bar{y}\left(y_{\emptyset}\right)}\left(\theta-y_{\emptyset}\right) d F(\theta)\right) . \tag{4}
\end{equation*}
$$

Note that left-hand side of (4) decreases in $y_{\emptyset}$ whereas the right-hand side of it increases in $y_{\emptyset}$. Moreover, the left-hand side is greater than the right-hand side at $y_{\emptyset}=0$ and is smaller than the right-hand side at $y_{\emptyset}=1$. Hence, there exists an action $y_{\emptyset}$ that satisfies (4). The assumption that $f(\theta)$ is symmetric and unimodal ensures the uniqueness of the equilibrium action. In the following two propositions, we characterize the decision maker's equilibrium action for a given prior probability of the direction of the expert's bias.

Proposition 1. Suppose $p=1 / 2$. In the unique equilibrium, when receiving the null message, the decision maker takes action $y_{\emptyset}^{*}=\mu$. The informed expert withholds information for $\theta \in[\mu-2 b, \mu]$ if he has a positive bias and for $\theta \in[\mu, \mu+2 b]$ if he has a negative bias.

Proof of Proposition 1. We have characterized the expert's strategy given the decision maker's action $y \emptyset$. It suffices to show that $y_{\emptyset}^{*}=\mu$ is the unique solution for equation (4).

First, we show that $y_{\emptyset}=\mu$ is a solution for (4). The left-hand side of (4) is zero at $y_{\emptyset}=\mu$. Changing variables, the right-hand side of (4) is simplified to

$$
\begin{align*}
& q\left(-p \int_{y_{\emptyset}-\underline{y}\left(y_{\emptyset}\right)}^{0} t f\left(y_{\emptyset}-t\right) d t-(1-p) \int_{0}^{\bar{y}\left(y_{\emptyset}\right)-y_{\emptyset}} t f\left(y_{\emptyset}+t\right) d t\right) \\
= & q\left(p \int_{0}^{y_{\emptyset}-\underline{y}\left(y_{\emptyset}\right)} t f\left(y_{\emptyset}-t\right) d t-(1-p) \int_{0}^{\bar{y}\left(y_{\emptyset}\right)-y_{\emptyset}} t f\left(y_{\emptyset}+t\right) d t\right) . \tag{5}
\end{align*}
$$

Given the assumption $b<\mu / 2, y_{\emptyset}=\mu$ implies that $\underline{y}\left(y_{\emptyset}\right) \equiv \max \{\mu-2 b, 0\}=$ $\mu-2 b$ and $\bar{y}\left(y_{\emptyset}\right) \equiv \min \{\mu+2 b, 1\}=\mu+2 b$. Substituting $y_{\emptyset}=\mu, \underline{y}\left(y_{\emptyset}\right), \bar{y}\left(y_{\emptyset}\right)$, and $p=\frac{1}{2}$, (5) becomes

$$
\begin{aligned}
& \frac{q}{2}\left(\int_{0}^{2 b} t f(\mu-t) d t-\int_{0}^{2 b} t f(\mu+t) d t\right) \\
= & \frac{q}{2}\left(\int_{0}^{2 b} t f(\mu+t) d t-\int_{0}^{2 b} t f(\mu+t) d t\right) \\
= & 0
\end{aligned}
$$

where the second equality follows from the symmetry of $f(\theta)$.
Next, we show $y_{\emptyset}=\mu$ is the unique solution. Suppose $y_{\emptyset}<\mu$. Then, the left-hand side of (4) is positive. The right-hand side of (4) is

$$
\begin{aligned}
& \frac{q}{2}\left(\int_{0}^{y_{\emptyset}-\underline{y}\left(y_{\emptyset}\right)} t f\left(y_{\emptyset}-t\right) d t-\int_{0}^{\bar{y}\left(y_{\emptyset}\right)-y_{\emptyset}} t f\left(y_{\emptyset}+t\right) d t\right) \\
\leq & \frac{q}{2}\left(\int_{0}^{2 b} t f\left(y_{\emptyset}-t\right) d t-\int_{0}^{2 b} t f\left(y_{\emptyset}+t\right) d t\right) \\
< & \frac{q}{2}\left(\int_{0}^{2 b} t f\left(y_{\emptyset}+t\right) d t-\int_{0}^{2 b} t f\left(y_{\emptyset}+t\right) d t\right) \\
= & 0 .
\end{aligned}
$$

The first inequality follows because $y\left(y_{\emptyset}\right) \geq y_{\emptyset}-2 b$ and $\bar{y}\left(y_{\emptyset}\right)=y_{\emptyset}+2 b$ given $y_{\emptyset}<\mu$. The second inequality holds because $f\left(y_{\emptyset}-t\right)<f\left(y_{\emptyset}+t\right)$. To see this, recall $f(\theta)$ is symmetric and unimodal. It follows that $f\left(y_{\emptyset}-t\right)<f\left(y_{\emptyset}+t\right)$ if $y_{\emptyset}+t \leq \mu$, and $f\left(y_{\emptyset}-t\right)<f(\mu-t)=f(\mu+t)<f\left(y_{\emptyset}+t\right)$ if $y \emptyset+t>\mu$.

The above argument shows that the right-hand side of (4) is strictly less than the left-hand side of (4) at $y_{\emptyset}<\mu$. This contradicts the claim that $y_{\emptyset}$ is a solution for

Now, suppose $y_{\emptyset}>\mu$. The left-hand side of (4) is negative. The right-hand side
of (4) is

$$
\begin{aligned}
& \frac{q}{2}\left(\int_{0}^{y_{\emptyset}-\underline{y}\left(y_{\emptyset}\right)} t f\left(y_{\emptyset}-t\right) d t-\int_{0}^{\bar{y}\left(y_{\emptyset}\right)-y_{\emptyset}} t f\left(y_{\emptyset}+t\right) d t\right) \\
\geq & \frac{q}{2}\left(\int_{0}^{2 b} t f\left(y_{\emptyset}-t\right) d t-\int_{0}^{2 b} t f\left(y_{\emptyset}+t\right) d t\right) \\
> & \frac{q}{2}\left(\int_{0}^{2 b} t f\left(y_{\emptyset}-t\right) d t-\int_{0}^{2 b} t f\left(y_{\emptyset}-t\right) d t\right) \\
= & 0 .
\end{aligned}
$$

The first inequality follows because $\underline{y}\left(y_{\emptyset}\right)=y_{\emptyset}-2 b$ given $y_{\emptyset}>\mu$ and $\bar{y}\left(y_{\emptyset}\right) \leq y_{\emptyset}+2 b$. The second inequality holds because $f\left(y_{\emptyset}+t\right)<f\left(y_{\emptyset}-t\right)$ if $y_{\emptyset}-t \geq \mu$ and $f\left(y_{\emptyset}+t\right)<$ $f(\mu+t)=f(\mu-t)<f\left(y_{\emptyset}-t\right)$ if $y_{\emptyset}-t<\mu$. It follows that the right-hand side of (4) is strictly greater the left-hand side of (4) at $y_{\emptyset}>\mu$. This contradicts the claim that $y_{\emptyset}$ is a solution for (4).

First, consider the expert's strategy. The uninformed expert has to send the message $\emptyset$, irrespective of the direction of his bias. The informed expert chooses between withholding information and truthfully reporting it. Recall that for a given action $y_{\emptyset}$, the positive biased expert withholds information for state in $\left[\underline{y}\left(y_{\emptyset}\right), y_{\emptyset}\right]$ whereas the negative biased expert withholds information for state in $\left[y_{\emptyset}, \bar{y}\left(y_{\emptyset}\right)\right]$. Given the decision maker's action $y_{\emptyset}=\mu$ and under the assumption $b \leq \mu / 2, \underline{y}(\mu)=$ $\mu-2 b$ and $\bar{y}(\mu)=\mu+2 b$. Hence, the range in which the expert with different biases withholds information is symmetric around $\mu$.

Next, consider the decision maker's strategy upon receiving the message $\emptyset$. Based on the expert's strategy, the decision maker infers that the expert sends the message $\emptyset$ in the following three events: (i) the expert is uninformed, (ii) the expert is informed and has the positive bias, and the state is in $[\mu-2 b, \mu]$, and (iii) the expert is informed and has the negative bias, and the state is in $[\mu, \mu+2 b]$. The decision maker will take an action equals to the expected state taking into account the probabilities of
the three events. If $p=1 / 2$, the expert has the positive and the negative biases with equal probabilities. Moreover, the range for withholding information is symmetric around $\mu$ when the expert has different biases. As a result, the expected state conditional on the expert being informed is $\mu$ and coincides with the expected state conditional on the expert being uninformed. It follows that $y_{\emptyset}=\mu$ is the decision maker's optimal action.

Note that when $p=\frac{1}{2}$, the decision maker's optimal action upon message $\emptyset$ is independent of the size of the expert's bias $b$ and the probability that the expert is informed $q$. As $b$ increases, the expert becomes more biased, and hence the range in which he withholds information expands.

The next proposition summarizes the equilibrium if the expert is more likely to have a positive (negative) bias.

Proposition 2. In any equilibrium, the decision maker's action $0<y_{\emptyset}^{*}<\mu$ if $1 / 2<p<1$ and $\mu<y_{\emptyset}^{*}<1$ if $0<p<1 / 2$. The informed expert withholds information for $\theta \in\left[\underline{y}\left(y_{\emptyset}^{*}\right), y_{\emptyset}^{*}\right]$ if he has a positive bias and for $\theta \in\left[y_{\emptyset}^{*}, \bar{y}\left(y_{\emptyset}^{*}\right)\right]$ if he has a negative bias.

Proof of Proposition 2. Consider $p>1 / 2$. Suppose $y_{\emptyset} \geq \mu$. We first show that $f\left(y_{\emptyset}-t\right)>f\left(y_{\emptyset}+t\right)$ for all $t>0$. If $y_{\emptyset}-t \geq \mu$, then $f\left(y_{\emptyset}-t\right)>f\left(y_{\emptyset}+t\right)$ because symmetry of $f(\theta)$ implies that $f(\theta)$ is monotonically decreasing for $\theta \geq \mu$. If $y_{\emptyset}-t<\mu$, then

$$
f\left(y_{\emptyset}-t\right)=f\left(2 \mu+t-y_{\emptyset}\right)>f\left(y_{\emptyset}+t\right)
$$

The equality follows from the symmetry of $f(\theta)$ and the inequality follows from $\mu<2 \mu+t-y_{\emptyset}<y_{\emptyset}+t$.
If $y_{\emptyset} \geq \mu$, the left-hand side of (4) is nonpositive. Following (5) in the proof for

Proposition 1, the right-hand side of (4) can be written as

$$
\begin{aligned}
& q\left(p \int_{0}^{y_{\emptyset}-\underline{y}\left(y_{\emptyset}\right)} t f\left(y_{\emptyset}-t\right) d t-(1-p) \int_{0}^{\bar{y}\left(y_{\emptyset}\right)-y_{\emptyset}} t f\left(y_{\emptyset}+t\right) d t\right) \\
\geq & q\left(p \int_{0}^{2 b} t f\left(y_{\emptyset}-t\right) d t-(1-p) \int_{0}^{2 b} t f\left(y_{\emptyset}+t\right) d t\right) \\
> & q\left(p \int_{0}^{2 b} t f\left(y_{\emptyset}-t\right) d t-(1-p) \int_{0}^{2 b} t f\left(y_{\emptyset}-t\right) d t\right) \\
> & q(1-p)\left(\int_{0}^{2 b} t f\left(y_{\emptyset}-t\right) d t-\int_{0}^{2 b} t f\left(y_{\emptyset}-t\right) d t\right) \\
= & 0 .
\end{aligned}
$$

The first inequality holds because $\underline{y}\left(y_{\emptyset}\right)=y_{\emptyset}-2 b$ given $y_{\emptyset} \geq \mu$ and $\bar{y}\left(y_{\emptyset}\right) \leq y_{\emptyset}+2 b$. The second inequality follows from $f\left(y_{\emptyset}+t\right)<f(y \emptyset-t)$ and the third inequality follows from $p>\frac{1}{2}$. Hence, if $y_{\emptyset} \geq \mu$, the left-hand side of (4) is strictly less than the right-hand side of (4). This contradicts the claim that $y_{\emptyset}$ is the solution for (4).

Next, we show that there exists a $0<y_{\emptyset}<\mu$ which solves (4). At $y_{\emptyset}=0$, the left-hand side of (4) is positive and the right-hand side of (4) is negative because $y_{\emptyset}=\underline{y}\left(y_{\emptyset}\right)=0$. At $y_{\emptyset}=\mu$, the left-hand side of (4) is zero. The right-hand side of (4) is positive because

$$
\begin{aligned}
& q\left(p \int_{0}^{\mu-\underline{y}\left(y_{\emptyset}\right)} t f(\mu-t) d t-(1-p) \int_{0}^{\bar{y}\left(y_{\emptyset}\right)-\mu} t f(\mu+t) d t\right) \\
= & q\left(p \int_{0}^{2 b} t f(\mu-t) d t-(1-p) \int_{0}^{2 b} t f(\mu+t) d t\right) \\
> & q(1-p)\left(\int_{0}^{2 b} t f(\mu-t) d t-\int_{0}^{2 b} t f(\mu+t) d t\right) \\
= & 0 .
\end{aligned}
$$

The first equality holds because $\underline{y}(\mu)=\mu-2 b$ and $\bar{y}(\mu)=\mu+2 b$ and the last equality follows from the symmetry of $f(\theta)$. Because both the left-hand side and the right-hand side of (4) are continuous functions of $y_{\emptyset}$, there exists a $y_{\emptyset} \in(0, \mu)$ that solves (4).

The case of $p<\frac{1}{2}$ is symmetric to the case of $p>\frac{1}{2}$. The analysis is analogous and is skipped to avoid repetition.

Compared with the case with symmetric probability of bias, the decision maker's action upon message $\emptyset$ will be away from $\mu$ in direction opposite to the direction toward which the expert is more likely to be bias. Intuitively, if the expert is more likely to have a positive bias, whenever he withholds information, the decision maker will infer that the state of the world is more likely to be lower than the average state.

## 4 Disclosure

In this subsection, we analyze the equilibrium when disclosure of bias is mandatory. The decision maker knows the direction of the expert's bias but does not know whether or not the expert is informed. Similar to the case of no disclosure, in any perfect Bayesian equilibrium, the decision maker either receives a perfectly revealing message or the message $\emptyset$. Let $y_{\emptyset}^{b}$ denote the decision maker's action when the expert with the positive bias sends the message $\emptyset$ and $y_{\emptyset}^{-b}$ denote the action when the expert with the negative bias sends $\emptyset$.

Suppose that the expert has the positive bias. Following the same argument in the case of no disclosure, the decision maker's action $y_{\emptyset}^{b}$ satisfies

$$
\begin{equation*}
(1-q)\left(\mu-y_{\emptyset}\right)=q\left(\int_{\underline{y}\left(y_{\emptyset}\right)}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right) d F(\theta)\right) . \tag{6}
\end{equation*}
$$

Condition (6) is obtained by substituting $p=1$ into (4). Similarly, if the expert has the downward bias, the decision maker's action $y_{\emptyset}^{-b}$ satisfies

$$
\begin{equation*}
(1-q)\left(\mu-y_{\emptyset}\right)=-q\left(\int_{y_{\emptyset}}^{\bar{y}\left(y_{\emptyset}\right)}\left(\theta-y_{\emptyset}\right) d F(\theta)\right) \tag{7}
\end{equation*}
$$

which is obtained by substituting $p=0$ into (4).

Proposition 3. If the expert has the positive bias, $y_{\emptyset}^{b}$ is unique and $0<y_{\emptyset}^{b}<\mu$; If the expert has the negative bias, $y_{\emptyset}^{-b}$ is unique and $\mu<y_{\emptyset}^{-b}<1$. The informed expert withholds information for $\theta \in\left[\underline{y}\left(y_{\emptyset}^{b}\right), y_{\emptyset}^{b}\right]$ if he has the positive bias and for $\theta \in\left[y_{\emptyset}^{-b}, \bar{y}\left(y_{\emptyset}^{-b}\right)\right]$ if he has the negative bias. The action $y_{\emptyset}^{b}$ decreases in $b$ and $q$ whereas $y_{\emptyset}^{-b}$ increases in $b$ and $q$.

Proof of Proposition 3. Consider the expert with the positive bias. We first show that $0<y_{\emptyset}^{b}<\mu$. Suppose $y_{\emptyset}^{b}=0$. Then, the left-hand-side of (6) is positive but the right-hand-side of (6) is zero because $y_{\emptyset}^{b}=\underline{y}\left(y_{\emptyset}^{b}\right)=0$. This contradicts the claim that $y_{\emptyset}^{b}$ is the solution for (6). Next, suppose $y_{\emptyset}^{b} \geq \mu$. Then, the left-hand-side is nonpositive. The right-hand-side of (6) is positive. Again, we have a contradiction.

Next, we show that $y_{\emptyset}^{b}$ is unique. The Left-hand-side of (6) strictly decreases in $y_{\emptyset}$. Let $R\left(y_{\emptyset}\right)$ denote the right-hand-side of (6). We show that $R\left(y_{\emptyset}\right)$ is increasing in $y_{\emptyset}$ for $y_{\emptyset} \leq \mu$. Suppose $y_{\emptyset}^{b} \leq 2 b$, so $\underline{y}\left(y_{\emptyset}^{b}\right)=0$. Then,

$$
R^{\prime}\left(y_{\emptyset}^{b}\right)=q F\left(y_{\emptyset}^{b}\right)>0
$$

Suppose $y_{\emptyset}^{b}>2 b$. Then, $\underline{y}\left(y_{\emptyset}^{b}\right)=y_{\emptyset}^{b}-2 b$, and

$$
\begin{align*}
R^{\prime}\left(y_{\emptyset}\right) & =2 b q\left(\frac{F\left(y_{\emptyset}^{b} t\right)-F\left(y_{\emptyset}^{b}-2 b\right)}{2 b}-f\left(y_{\emptyset}^{b}-2 b\right)\right)  \tag{8}\\
& =2 b q\left(f(\hat{\theta})-f\left(y_{\emptyset}^{b}-2 b\right)\right) \\
& >0
\end{align*}
$$

where $\hat{\theta} \in\left(y_{\emptyset}^{b}-2 b, y_{\emptyset}^{b}\right)$. The second equality follows from the mean value theorem, and the last inequality follows from $y_{\emptyset}^{b}-2 b \leq \hat{\theta}<\mu$ and the assumption that $f(\theta)$ is symmetric and unimodal. Given that the left-hand-side of (6) is decreasing in $y_{\emptyset}$ whereas the right-hand-side of it is increasing in (6), $y_{\emptyset}^{b}$ is unique.

Now, we show that $y_{\emptyset}$ decreases in $q$ and $b$. Applying the implicit function theorem to (6) with respect to $q$, we have

$$
\frac{\partial y_{\emptyset}^{b}}{\partial q}= \begin{cases}-\frac{\int_{0}^{y_{\emptyset}^{b}}\left(y_{\emptyset}^{b}-\theta\right) d F(\theta)+\mu-y_{\emptyset}^{b}}{q F\left(y_{\emptyset}^{b}\right)+1-q}<0 & \text { if } y_{\emptyset}^{b} \leq 2 b \\ -\frac{\int_{y_{\emptyset}^{b}-2 b}^{y_{\emptyset}^{b}}\left(y_{\emptyset}^{b}-\theta\right) d F(\theta)+\mu-y_{\emptyset}^{b}}{2 b q\left(\frac{F\left(y_{\emptyset}^{b}\right)-F\left(y_{\emptyset}^{b}-2 b\right)}{2 b}-f\left(y_{\emptyset}^{b}-2 b\right)\right)+1-q}<0 & \text { if } y_{\emptyset}^{b}>2 b .\end{cases}
$$

If $y_{\emptyset}^{b} \leq 2 b, \underline{y}\left(y_{\emptyset}^{b}\right)=0$ and $\frac{\partial y_{\emptyset}^{b}}{\partial q}<0$ given $y_{\emptyset}^{b}<\mu$. If $y_{\emptyset}^{b}>2 b, \underline{y}\left(y_{\emptyset}^{b}\right)=y_{\emptyset}^{b}-2 b$. In this case, $\frac{\partial y_{\emptyset}^{b}}{\partial q}<0$ because $2 b q\left(\frac{F\left(y_{\emptyset}\right)-F\left(y_{\emptyset}-2 b\right)}{2 b}-f\left(y_{\emptyset}-2 b\right)\right)>0$ by (8).

Similarly, applying the implicit function theorem to (6) with respect to $b$, we have

$$
\frac{\partial y_{\emptyset}^{b}}{\partial q}= \begin{cases}0 & \text { if } y_{\emptyset}^{b} \leq 2 b ; \\ -\frac{4 q b f\left(y_{\emptyset}^{b}-2 b\right)}{2 b q\left(\frac{F\left(y_{\emptyset}^{b}\right)-F\left(y_{\emptyset}^{b}-2 b\right)}{2 b}-f\left(y_{\emptyset}^{b}-2 b\right)\right)+1-q}<0 & \text { if } y_{\emptyset}^{b}>2 b .\end{cases}
$$

The analysis of downward biased expert is analogous and is skipped to avoid repetition.

When the expert's conflict of interest is known, information about the state does not unravel because the expert may not be informed, as shown by Dye (1985). A notable difference between our setup and Dye's is that we consider the case in which the expert's interest is partially aligned with the decision maker whereas Dye assumes that the expert has an extreme bias. As a result, the expert in our model may withhold information in an interior range of states whereas in Dye, the expert withholds information when the state is below (above) a cutoff.

If the decision maker knows that the expert has a positive bias, she will be more suspicious that the state is very low when the expert withholds information than the case when she is unsure about the nature of the expert's bias. As a result, the decision maker will take an action to the left of the average state $\mu$ when the expert withholds information. Moreover, the action $y_{\emptyset}^{b}$ will be lower if the magnitude of the
expert's bias is larger or the likelihood of the expert being informed is higher because the expert has stronger incentives to hide the low states. The case when the expert has a negative bias is symmetric.

It is useful to categorize the cases under disclosure. Note that given the symmetry assumption, the disclosure equilibria in the cases of the positive and negative biased experts are mirror images of each other. Thus, it is necessary only to consider the case with a positive bias. We call the type of equilibrium when $y_{\emptyset}^{b}>2 b$ an interiorcutoff equilibrium, which corresponds to the expert hiding information in an interval that is interior to $[0,1]$ and the other type the Type B equilibrium, which corresponds to the left cutoff point being 0 .

## 5 Welfare

In this section, we evaluate the welfare implications of the policy that requires the expert to disclose his conflicts of interest. To begin, we compare the decision maker's expected payoff when the expert does not disclose the nature of his bias and when he discloses it. We then compare the expert's expected payoff in these two regimes to investigate whether the expert will voluntarily disclose conflicts of interest. Because there is no closed form solution for the consumer's action $y_{\emptyset}^{b}$ and $y_{\emptyset}^{-b}$ under Disclosure, it is difficult to evaluate the welfare for a general distribution of the state of the world, $F$. Thus, in our welfare analysis, we focus on the case when the state of the world, $\theta$, follows the uniform distribution.

Define

$$
\hat{b}(q) \equiv\left(\frac{\sqrt{1-q}}{1+\sqrt{1-q}}\right)^{\frac{2}{3}}\left(\frac{3+\sqrt{1-q}}{32(1+\sqrt{1-q})}\right)^{\frac{1}{3}}
$$

Proposition 4. Suppose that $\theta$ is uniformly distributed on $[0,1]$. If $p=\frac{1}{2}$, disclosing the expert's bias reduces the decision maker's welfare if $b \leq \hat{b}(q)$ and increases the decision maker's welfare if $b>\hat{b}(q)$.

Proof of Proposition 4. The proof has three steps.
Step 1 calculates the decision maker's expected payoff under No Disclosure. Proposition 1, shows that $y_{\emptyset}^{*}=\frac{1}{2}$ and the positive biased expert withholds information for $\theta \in\left[\frac{1}{2}-2 b, \frac{1}{2}\right]$ and the negative biased expert withholds information for $\theta \in\left[\frac{1}{2}, \frac{1}{2}+2 b\right]$. The decision maker's expected payoff is therefore

$$
\begin{align*}
E(v) & =-(1-q) \int_{0}^{1}\left(\frac{1}{2}-\theta\right)^{2} d \theta-\frac{q}{2}\left(\int_{\frac{1}{2}-2 b}^{\frac{1}{2}+2 b}\left(\frac{1}{2}-\theta\right)^{2} d \theta\right) \\
& =-\frac{(1-q)}{12}-\frac{8 q b^{3}}{3} . \tag{9}
\end{align*}
$$

Step 2 solves the decision maker's expected payoff under Disclosure. The decision maker's action $y_{\emptyset}^{b}$ following message $\emptyset$ sent by the upward biased expert is determined by equations (6), and her action $y_{\emptyset}^{-b}$ following message $\emptyset$ sent by the downward biased expert is determined by (7).

Suppose $b$ is small so that $\underline{y}\left(y_{\emptyset}\right) \equiv \max \left\{y_{\emptyset}-2 b, 0\right\}=y_{\emptyset}-2 b$ and $\bar{y}\left(y_{\emptyset}\right) \equiv$ $\min \left\{y_{\emptyset}+2 b, 1\right\}=y_{\emptyset}+2 b$. The unique solutions for (6) and (7) are $y_{\emptyset}^{b}=\frac{1}{2}-\frac{2 q b^{2}}{1-q}$ and $y_{\emptyset}^{-b}=\frac{1}{2}+\frac{2 q b^{2}}{1-q}$, respectively. The conditions $\underline{y}\left(y_{\emptyset}\right)=y_{\emptyset}-2 b$ and $\bar{y}\left(y_{\emptyset}\right)=y_{\emptyset}+2 b$ hold if and only if $b \leq \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$. Hence, if $b \leq \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$, the decision maker's expected payoff is

$$
\begin{align*}
E^{d}(v)= & \frac{1}{2}\left(-(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta-q \int_{y_{\emptyset}^{b}-2 b}^{y_{\emptyset}^{b}}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta\right)+ \\
& +\frac{1}{2}\left(-(1-q) \int_{0}^{1}\left(y_{\emptyset}^{-b}-\theta\right)^{2} d \theta-q \int_{y_{\emptyset}^{-b}}^{y_{\emptyset}^{-b}+2 b}\left(y_{\emptyset}^{-b}-\theta\right)^{2} d \theta\right) \\
= & -(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta-q \int_{0}^{2 b} t^{2} d t \\
= & -(1-q)\left(\int_{0}^{1}\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2} d \theta+\int_{0}^{1}\left(\frac{1}{2}-\theta\right)^{2} d \theta\right)-\frac{8 q b^{3}}{3} \\
= & -\frac{4 q^{2} b^{4}}{1-q}-\frac{1-q}{12}-\frac{8 q b^{3}}{3}, \tag{10}
\end{align*}
$$

where the second equality follows from $y_{\emptyset}^{-b}=1-y_{\emptyset}^{b}$ and $t \equiv y_{\emptyset}^{b}-\theta$.
Suppose $\underline{y}\left(y_{\emptyset}\right)=0$ and $\bar{y}\left(y_{\emptyset}\right)=1$. The unique solutions for (6) and (7) are $y_{\emptyset}^{b}=\frac{\sqrt{1-q}}{1+\sqrt{1-q}}$ and $y_{\emptyset}^{-b}=\frac{1}{1+\sqrt{1-q}}$, respectively. The conditions $\underline{y}\left(y_{\emptyset}\right)=0$ and $\bar{y}\left(y_{\emptyset}\right)=1$ are satisfied if and only if $b \geq \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$. The decision maker's expected payoff is

$$
\begin{aligned}
E^{d}(v)= & \frac{1}{2}\left(-(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta-q \int_{0}^{y_{\emptyset}^{b}}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta\right)+ \\
& +\frac{1}{2}\left(-(1-q) \int_{0}^{1}\left(y_{\emptyset}^{-b}-\theta\right)^{2} d \theta-q \int_{y_{\emptyset}^{-b}}^{1}\left(y_{\emptyset}^{-b}-\theta\right)^{2} d \theta\right) \\
= & -(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta-\frac{q\left(y_{\emptyset}^{b}\right)^{3}}{3} \\
= & -(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2} d \theta-\frac{(1-q)}{12}-\frac{q\left(y_{\emptyset}^{b}\right)^{3}}{3}
\end{aligned}
$$

Step 3 compares the decision maker's payoff under No Disclosure and under Disclosure.

If $b \leq \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$, the difference between the decision maker's utility without and with mandatory disclosure is

$$
\begin{equation*}
E(v)-E^{d}(v)=\frac{4 q^{2} b^{4}}{1-q}>0 \tag{11}
\end{equation*}
$$

If $b>\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$, the decision maker's payoff difference is

$$
\begin{align*}
E(v)-E^{d}(v) & =\left[-\frac{8 q b^{3}}{3}-\frac{1-q}{12}\right]-\left[-(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2} d \theta-\frac{(1-q)}{12}-\frac{q\left(y_{\emptyset}^{b}\right)^{3}}{3}\right] \\
& =\frac{8 q}{3}\left[\frac{\left(y_{\emptyset}^{b}\right)^{3}}{8}+\frac{3(1-q)\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2}}{8 q}-b^{3}\right] \tag{12}
\end{align*}
$$

. Consequently, $E(v)>E^{d}(v)$ if and only if

$$
\begin{align*}
0 & <\frac{\left(y_{\emptyset}^{b}\right)^{3}}{8}+\frac{3(1-q)\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2}}{8 q}-b^{3} \Rightarrow \\
b^{3} & <\frac{(1-q)(\sqrt{1-q}+3)}{32(1+\sqrt{1-q})^{3}} \Rightarrow \\
b & <\hat{b}(q) \equiv\left(\frac{\sqrt{1-q}}{1+\sqrt{1-q}}\right)^{\frac{2}{3}}\left(\frac{3+\sqrt{1-q}}{32(1+\sqrt{1-q})}\right)^{\frac{1}{3}} \tag{13}
\end{align*}
$$

Lastly, we show $\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}<\hat{b}(q)<\frac{1}{4}$. To show $\hat{b}(q)<\frac{1}{4}$, let $a \equiv 1+\sqrt{1-q}$. Take the derivative $\frac{d \hat{b}(q)}{d q}$

$$
\frac{d \hat{b}(q)}{d q}=\frac{d \hat{b}}{d a} \frac{d a}{d q}=-\frac{\left(\frac{a-1}{a}\right)^{2 / 3}\left(\frac{2+a}{32}\right)^{1 / 3}}{2(a-1)}<0
$$

where the inequality follows because $a>1$. Since $\hat{b}(0)=\frac{1}{4}, \hat{b}(q)<\frac{1}{4}, \forall q \in(0,1)$.
Next, we shows $\hat{b}(q)>\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$. Take the derivative of $E(v)$ for $b<\frac{1}{4}$,

$$
\frac{\partial E(v)}{\partial b}=-8 q b^{2}<0
$$

So, $E(v)$ is decreasing in $b$ for $b<\frac{1}{4}$. If $b \geq \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}, E^{d}(v)$ is constant in $b$. We have shown that $E(v)>E^{d}(v)$ at $b=\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$ and $E(v)=E^{d}(v)$ at $b=\hat{b}(q)$. Because $E(v)$ is monotonically decreasing in $b, \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}<\hat{b}(q)$.

Figure 1 illustrates Proposition 4. For a fixed $q$, disclosing the expert's bias reduces the decision maker's utility if and only if the size of the expert's bias is lower than a cutoff. Two opposing forces affects the decision maker's payoff when the expert discloses the nature of his bias. On the one hand, the expert might reveal more information than without disclosure. This is because the expert cannot pool with others with the opposite bias and hence faces more pressure of unraveling. This force increases the decision maker's payoff. On the other hand, disclosure reduces the decision maker's expected payoff if the expert is uninformed. Recall that under no disclosure, the decision maker takes action $y_{\emptyset}^{*}=\mu$ if the expert stays silent. When the expert is uninformed about the state of the world, $y_{\emptyset}^{*}=\mu$ maximizes the decision maker's expected payoff. In contrast, under disclosure, when the expert stays silent, the decision maker will take an action lower than $\mu$ if the expert has a positive bias and higher than $\mu$ if he has a negative bias. The distortion in action from $\mu$ hurts the decision maker when the expert is uninformed.


Figure 1: Comparison between disclosure and no disclosure for the case of $p=1 / 2$ and uniform distribution of $\theta$. The function $\hat{b}$ gives the points where the decision maker is indifferent between disclosure and nondisclosure.

The intuition is best illustrated in Figures 2 and 3. These two figures demonstrate the expert and the decision maker's strategies under no disclosure regime and disclosure regime for small and large bias, respectively. In each regime, the diagram on the top refers to expert with the positive bias, and the diagram at the bottom refers to expert with the negative bias.

Figure 2 shows that for small biases, the expert withholds the same amount of information under both regimes. The informed expert withholds information in an interval with length $2 b$ in both regimes. Conditional on the expert being informed, the decision maker's expected utility only depends on the length of the interval in which the expert withholds information under the uniform distribution. Hence, disclosure does not yield any informational gain for the decision maker. However, under disclosure, the decision maker's action upon message $\emptyset$ is distorted away from the unconditional mean 0.5 . As a result, the decision maker's expected payoff condi-

$$
b \leq \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}
$$



No disclosure


Disclosure

Figure 2: Equilibrium for small bias.
tional on the expert being uninformed is lower under disclosure than no disclosure. In this case, disclosure of conflicts of interest reduces the decision maker's welfare. The decision maker's loss from disclosure is $4 q^{2} b^{4} /(1-q)$, which increases in $b$ and $q$. As is shown in Proposition 3, when the expert's bias is known, the message $\emptyset$ will lead to an action further away from 0.5 if the expert has a larger bias or if he is more likely to be informed. It follows that the decision maker's loss from the distortion in action is larger.

Figure 3 illustrates the equilibrium when the expert's bias is large. As $b$ increases, the expert withholds more information in both regimes as the interval in which the expert conceals information expands. However, the interval for concealing information expands faster under no disclosure than under disclosure when $b$ is sufficiently large. In Figure 3, the length of the interval in which the expert withholds information is $2 b$ under no disclosure and is less than $2 b$ under disclosure. To see the latter, take the expert with the positive bias as an example. As $b$ increases, $y_{\emptyset}^{b}$ keeps moving

$$
\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})} \leq b \leq \frac{1}{4}
$$



No disclosure


Disclosure

$$
y_{\varnothing}^{b}=\frac{\sqrt{1-q}}{1+\sqrt{1-q}}
$$

Figure 3: Equilibrium for large bias.
to the left until the lower bound of the interval $y_{\emptyset}^{b}-2 b$ reaches the boundary. After that, $y_{\emptyset}^{b}$ stays constant as $b$ continues to increase. So, the interval for concealing information under disclosure is shorter than $2 b$. Intuitively, if the expert has a large known bias and stays silent, the decision maker is suspicious that the state of the world is very unfavorable to the expert, and hence will take an action close to the extreme against the experts' interests. This speculation makes it more difficult for the expert to hide information than the case when he can pool with experts with an opposite bias. When the bias is greater than $\hat{b}(q)$, the information gain from disclosure dominates the loss from distortion in action. As a result, the decision maker is better off under disclosure.

Let us turn to the case in which the positive and negative bias values do not necessarily occur with equal probability. Without loss of generality, we focus on the
case $p \geq 1 / 2$ as the complementary case is similar.
Note first that this will not affect the equilibrium characterization or the expert's and the decision maker's payoffs under disclosure.

In contrast, the characterization of the equilibria under nondisclosure will be different. In particular, there are now three cases. In the first case the two types of the expert each withholds information in intervals of length $2 b$. For the positivebiased expert, this interval is to the left of the no-revelation action and for the negative-biased Sender, it is to the right of that action. The no-revelation action is less than $1 / 2$, given that the positive-biased expert is more likely. The second case involves a hybrid equilibrium, where the positive-biased expert withholds information in all states that are below the no-revelation action, while the negative-biased expert withholds an interval of length $2 b$. In the third case, the positive-biased expert withholds information in all states that are below the no-revelation action and the negative-biased expert withholds information in all states that are above the norevelation action. Again, the no-revelation action is less than $1 / 2$, given that the positive-biased expert is more likely.

Let $\tilde{b} \equiv \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})} \frac{\sqrt{1-2 q(1-p)}-\sqrt{1-q}}{(2 p-1)(1-\sqrt{1-q})}$.
Proposition 5. Suppose $p \in[1 / 2,1]$ and $\theta$ follows the uniform distribution. The unique equilibrium under nondisclosure has the following features:

If $b \leq \tilde{b}$, the decision maker takes the action $y_{\emptyset}=\frac{1}{2}-\frac{2 b^{2}(2 p-1) q}{1-q}$ following the message $\emptyset$. The upward biased Expert withholds information if and only if $\theta \in\left(y_{\emptyset}-2 b, y_{\emptyset}\right)$ and the downward biased Expert withholds information if and only if $\theta \in\left(y_{\emptyset}, y_{\emptyset}+2 b\right)$.

If $\tilde{b}<b<\frac{1}{4}$, the decision maker takes the action

$$
y_{\emptyset}=\frac{\sqrt{(1-q)^{2}+p q\left(1-q+4 q(1-p) b^{2}\right)}-(1-q)}{p q}
$$

following the message $\emptyset$. The upward biased Expert withholds information if and only if $\theta \in\left[0, y_{\emptyset}\right)$ and the downward biased Expert withholds information if and only if $\theta \in\left(y_{\emptyset}, y_{\emptyset}+2 b\right)$.

Proof. Suppose that $2 b \leq y_{\emptyset} \leq 1-2 b$. Because $b \leq \frac{1}{4}$, the set $[2 b, 1-2 b]$ is nonempty. Then, $y \emptyset$ satisfies

$$
\begin{aligned}
(1-q)\left(\mu-y_{\emptyset}\right) & =q\left(p \int_{y_{\emptyset}-2 b}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right) d F(\theta)+(1-p) \int_{y_{\emptyset}+2 b}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right) d F(\theta)\right) \\
& =2 b^{2} q(2 p-1) .
\end{aligned}
$$

The unique solution is

$$
y_{\emptyset}=\frac{1}{2}-\frac{q}{1-q} 2 b^{2}(2 p-1) .
$$

The condition $y_{\emptyset} \geq 2 b$ is satisfied if and only if

$$
\begin{equation*}
4 q(2 p-1) b^{2}+4 b(1-q)-(1-q) \leq 0 \tag{14}
\end{equation*}
$$

which holds if

$$
\begin{align*}
b & \leq \frac{\sqrt{(1-q)^{2}+q(1-q)(2 p-1)}-(1-q)}{2 q(2 p-1)} \\
& =\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})} \frac{\sqrt{1-2 q(1-p)}-\sqrt{1-q}}{(2 p-1)(1-\sqrt{1-q})} \\
& \equiv \tilde{b}>0 . \tag{15}
\end{align*}
$$

The last inequality holds because $p>\frac{1}{2}$. The equality holds by substituting $q=$ $1-(\sqrt{1-q})^{2}$. Because $y_{\emptyset}<\frac{1}{2}, y_{\emptyset} \geq 2 b$ implies $y_{\emptyset}<1-2 b$.

Now, consider $y_{\emptyset}<2 b$. The action $y_{\emptyset}$ satisfies

$$
\begin{align*}
(1-q)\left(\mu-y_{\emptyset}\right) & =q\left(p \int_{0}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right) d F(\theta)+(1-p) \int_{y_{\emptyset}}^{y_{\emptyset}+2 b}\left(y_{\emptyset}-\theta\right) d F(\theta)\right)(1  \tag{16}\\
& =q\left[\frac{p y_{\emptyset}^{2}}{2}-2(1-p) b^{2}\right]
\end{align*}
$$

The above condition yields the unique solution

$$
y_{\emptyset}=\frac{\sqrt{(1-q)^{2}+p q\left(4 b^{2} q(1-p)+1-q\right)}-(1-q)}{p q}
$$

The condition $y_{\emptyset} \leq 2 b$ is satisfied if and only if

$$
h(b) \equiv 4 q(2 p-1) b^{2}+4 b(1-q)-(1-q) \geq 0
$$

which holds if

$$
\tilde{b} \leq b<\frac{1}{4}
$$

To see that $\left(\tilde{b}, \frac{1}{4}\right)$ is a nonempty set, note that $h(b)$ increases in $b$ for $b>0$. Since $h(1 / 4)>0$ and $h(\tilde{b})=0$, we have $\tilde{b}<\frac{1}{4}$.

Now, we compute the expected payoff of the decision maker under Disclosure and No Disclosure.

Proposition 6. There exists a unique cutoff $\hat{\hat{b}} \in\left(\frac{\sqrt{1-q}}{1+\sqrt{1-q}}, \tilde{b}\right)$ such that the decision maker's payoff is higher under No Disclosure than under Disclosure if and only if $b<\hat{\hat{b}}$.

Proof. Proof for Proposition 6. First, consider $b \leq \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$. By step 2 of the proof of Proposition 4, $y_{\emptyset}^{b}=\frac{1}{2}-\frac{2 q b^{2}}{1-q}$ and $y_{\emptyset}^{-b}=\frac{1}{2}+\frac{2 q b^{2}}{1-q}$. Hence, the decision maker's expected payoff under No Disclosure is

$$
\begin{align*}
E^{d}(v)= & -p\left[(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta+q \int_{y_{\emptyset}^{b}-2 b}^{y_{\emptyset}^{b}}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta\right] \\
& -(1-p)\left[(1-q) \int_{0}^{1}\left(y_{\emptyset}^{-b}-\theta\right)^{2} d \theta+q \int_{y_{\emptyset}^{-b}}^{y_{\emptyset}^{-b}+2 b}\left(y_{\emptyset}^{-b}-\theta\right)^{2} d \theta\right] \\
= & -(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\theta\right)^{2}-q \int_{0}^{2 b} t^{2} d t \tag{17}
\end{align*}
$$

where the last equality follows from $y_{\emptyset}^{-b}=1-y_{\emptyset}^{b}$ and $t \equiv y_{\emptyset}^{b}-\theta$.

Now, consider Disclosure. We can rewrite $\tilde{b}=\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})} k$, where $k \equiv \frac{\sqrt{1-2 q(1-p)}-\sqrt{1-q}}{(2 p-1)(1-\sqrt{1-q})}$. We first show $\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}<\tilde{b}$. Recall that $\tilde{b}$ is the solution for (14) when the equality holds. By the implicit function theorem

$$
\frac{\partial \tilde{b}}{\partial p}=-\frac{8 q(\tilde{b})^{2}}{8 q(2 p-1) \tilde{b}+4(1-q)}<0
$$

When $p=1, k=1$ and $\tilde{b}=\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$. Hence, $\tilde{b}>\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$ for $p \in\left[\frac{1}{2}, 1\right)$. By Proposition 5, $y_{\emptyset}=\frac{1}{2}-\frac{2 b^{2}(2 p-1) q}{1-q}$, and

$$
\begin{align*}
E(v)= & -(1-q) \int_{0}^{1}\left(y_{\emptyset}-\theta\right)^{2} d \theta \\
& -p q \int_{y_{\emptyset}-2 b}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right)^{2} d \theta-(1-p) q \int_{y_{\emptyset}}^{y_{\emptyset}+2 b}\left(y_{\emptyset}-\theta\right)^{2} d \theta \\
= & -(1-q) \int_{0}^{1}\left(y_{\emptyset}-\theta\right)^{2} d \theta-q \int_{0}^{2 b} t^{2} d t . \tag{18}
\end{align*}
$$

Take the difference

$$
E^{d}(v)-E(v)=-(1-q)\left[\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2}-\left(y_{\emptyset}-\frac{1}{2}\right)^{2}\right]
$$

Because $y_{\emptyset}^{b}<y_{\emptyset} \leq \frac{1}{2}$ for $p \in[1 / 2,1), E^{d}(v)<E(v)$ for $b \leq \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}$.
Next, consider $\frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}<b \leq \tilde{b}$. Step 2 of the proof of Proposition 4 shows that $y_{\emptyset}^{b}=\frac{\sqrt{1-q}}{1+\sqrt{1-q}}$ and $y_{\emptyset}^{-b}=\frac{1}{1+\sqrt{1-q}}$. The decision maker's payoff under Disclosure is

$$
\begin{equation*}
E^{d}(v)=-(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta-\frac{q\left(y_{\emptyset}^{b}\right)^{3}}{3} . \tag{19}
\end{equation*}
$$

Because $y_{\emptyset}^{b}$ is independent of $b, E^{d}(v)$ is constant in $b$. The decision maker's payoff under No Disclosure is (18) and is decreasing in $b$ because $y_{\emptyset}=\frac{1}{2}-\frac{2 b^{2}(2 p-1) q}{1-q}$ decreases in $b$. Take the difference between (19) and (18),

$$
\begin{align*}
E^{d}(v)-E(v)= & -(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\theta\right)^{2} d \theta-\frac{q\left(y_{\emptyset}^{b}\right)^{3}}{3} \\
& +(1-q) \int_{0}^{1}\left(y_{\emptyset}-\theta\right)^{2} d \theta+\frac{q(2 b)^{3}}{3} \\
= & -(1-q)\left(y_{\emptyset}^{b}-y_{\emptyset}\right)\left(y_{\emptyset}^{b}+y_{\emptyset}-1\right)+\frac{q}{3}\left((2 b)^{3}-\left(y_{\emptyset}^{b}\right)^{3}\right) \tag{20}
\end{align*}
$$

Next, we evaluate $E^{d}(v)-E(v)$ at $\tilde{b}$. Note that $2 \tilde{b}=y_{\emptyset}=y_{\emptyset}^{b} k$. Substituting $y_{\emptyset}^{b} k$ for $2 \tilde{b}$ and $y_{\emptyset}$, we have

$$
\begin{aligned}
E^{d}(v)-\left.E(v)\right|_{\tilde{b}} & =-(1-q)\left(y_{\emptyset}^{b}-y_{\emptyset}^{b} k\right)\left(y_{\emptyset}^{b}+y_{\emptyset}^{b} k-1\right)+\frac{q\left(y_{\emptyset}^{b}\right)^{3}}{3}\left(k^{3}-1\right) \\
& =y_{\emptyset}^{b}(k-1)\left((1-q)\left(y_{\emptyset}^{b}+y_{\emptyset}^{b} k-1\right)+\frac{q\left(y_{\emptyset}^{b}\right)^{2}\left(k^{2}+k+1\right)}{3}\right) \\
& =\frac{y_{\emptyset}^{b}(k-1)(1-q)}{3(1+\sqrt{1-q})} \underbrace{\left((1-\sqrt{1-q}) k^{2}+(1+2 \sqrt{1-q}) k-(2+\sqrt{1-q})\right.}_{A})
\end{aligned}
$$

where the third equality holds after substituting $y_{\emptyset}^{b}=\frac{\sqrt{1-q}}{1+\sqrt{1-q}}$ into the big bracket in the second equation. Because $k>1$, the sign of $E^{d}(v)-\left.E(v)\right|_{\tilde{b}}$ depends on the sign of A , which is quadratic in $k$ and is increasing for $k>0$. Recall that $k$ decreases in $p$ and $k=1$ when $p=1$. So, $k>1$ for $p \in\left[\frac{1}{2}, 1\right)$. Because $A=0$ at $k=1, A>0$ for $k>1$. Hence, $E^{d}(v)-\left.E(v)\right|_{\tilde{b}}>0$ for $p \in\left[\frac{1}{2}, 1\right)$.

Recall that $E^{d}(v)$ is constant in $b$ whereas $E(v)$ decreases in $b$ for $\frac{\sqrt{1-q}}{1+\sqrt{1-q}}<b \leq \tilde{b}$. The difference $E^{d}(v)-E(v)$ is increasing in $b$. Because $E^{d}(v)<E(v)$ at $b=\frac{\sqrt{1-q}}{1+\sqrt{1-q}}$ and $E^{d}(v)>E(v)$ at $b=\tilde{b}$, there exists a unique cutoff $\hat{\hat{b}} \in\left(\frac{\sqrt{1-q}}{1+\sqrt{1-q}}, \tilde{b}\right)$ such that $E^{d}(v)<E(v)$ if $b \leq \hat{\hat{b}}$ and $E^{d}(v)>E(v)$ if $\hat{\hat{b}}<b \leq \tilde{b}$.

Lastly, consider $b>\tilde{b}$. By Proposition 5, the decision maker's payoff under No

Disclosure is

$$
\begin{aligned}
E(v)= & -(1-q) \int_{0}^{1}\left(y_{\emptyset}-\theta\right)^{2} d \theta \\
& -q\left(p \int_{0}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right)^{2} d \theta+(1-p) \int_{y_{\emptyset}}^{y_{\emptyset}+2 b}\left(y_{\emptyset}-\theta\right)^{2} d \theta\right) \\
& =-(1-q) \int_{0}^{1}\left(y_{\emptyset}-\theta\right)^{2} d \theta-q\left(p \int_{0}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right)^{2} d \theta+(1-p) \int_{0}^{2 b} t^{2} d t\right)
\end{aligned}
$$

Take the derivative

$$
\begin{aligned}
\frac{\partial E(v)}{\partial b} & =-8 q(1-p) b^{2}+\left(-2(1-q) \int_{0}^{1}\left(y_{\emptyset}-\theta\right) d \theta-2 p q \int_{0}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right) d \theta\right) \frac{\partial y_{\emptyset}}{\partial b} \\
& =-8 q(1-p) b^{2}+\underbrace{\left(-p q\left(y_{\emptyset}\right)^{2}-2(1-q) y_{\emptyset}+(1-q)\right)}_{B} \frac{\partial y_{\emptyset}}{\partial b}
\end{aligned}
$$

The expression B is concave in $y_{\emptyset}$ with the larger root at $\overline{y_{\emptyset}}=\frac{\sqrt{(1-q)^{2}+p q(1-q)}-(1-q)}{p q}$. Since

$$
y_{\emptyset}=\frac{\sqrt{(1-q)^{2}+p q\left(1-q+4 q(1-p) b^{2}\right)}-(1-q)}{p q}>\overline{y_{\emptyset}}
$$

$B<0$. Because $\frac{\partial y_{\emptyset}}{\partial b}>0, \frac{\partial E(v)}{\partial b}<0$. Given that $E^{d}(v)$ is constant in $b$ whereas $E(v)$ decreases in $b, E^{d}(v)>E(v)$ at $\tilde{b}$ implies $E^{d}(v)>E(v)$ for $b>\tilde{b}$. We conclude that $E^{d}(v)<E(v)$ if and only if $b<\hat{\hat{b}}$.

Proposition 7. (i) The cutoff $\hat{\hat{b}}$ decreases in $p$ and $q$. (ii) For a given $b<\hat{\hat{b}}$, the decision maker's payoff difference $E(v)-E^{d}(v)$ decreases in $p$ for $p \in\left[\frac{1}{2}, 1\right)$.

Proof. The cutoff $\hat{\hat{b}}$ is determined by setting (20) to zero. Let

$$
G \equiv-(1-q)\left(y_{\emptyset}^{b}-y_{\emptyset}\right)\left(y_{\emptyset}^{b}+y_{\emptyset}-1\right)+\frac{q}{3}\left((2 \hat{\hat{b}})^{3}-\left(y_{\emptyset}^{b}\right)^{3}\right),
$$

where $y_{\emptyset}=\frac{1}{2}-\frac{2(\hat{\hat{b}})^{2}(2 p-1) q}{1-q}$ and $y_{\emptyset}^{b}=\frac{\sqrt{1-q}}{1+\sqrt{1-q}}$. By the implicity function theorem,

$$
\frac{\partial \hat{\hat{b}}}{\partial p}=-\frac{\frac{\partial G}{\partial y_{\varphi}} \frac{\partial y_{0}}{\partial p}}{\frac{\partial G}{\partial \hat{\hat{b}}}+\frac{\partial G}{\partial y_{\hat{\prime}}} \frac{\partial y_{\emptyset}}{\partial \hat{\hat{b}}}}<0
$$

where the inequality follows from $\frac{\partial G}{\partial y_{\emptyset}}=-(1-q)<0, \frac{\partial y_{0}}{\partial p}=-\frac{4(\hat{\hat{b}})^{2} q}{1-q}<0, \frac{\partial G}{\partial \hat{\hat{b}}}=$ $8 q(\hat{\hat{b}})^{2}>0, \frac{\partial y_{\emptyset}}{\partial \hat{b}}=-\frac{4 q(2 p-1) \hat{\hat{b}}}{1-q}<0$.

$$
\frac{\partial \hat{\hat{b}}}{\partial q}=-\frac{\frac{\partial G}{\partial q}+\frac{\partial G}{\partial y_{\varphi}} \frac{\partial y_{\emptyset}}{\partial q}+\frac{\partial G}{\partial y_{\emptyset}^{b}} \frac{\partial y_{\emptyset}^{b}}{\partial q}}{\frac{\partial G}{\partial \hat{\hat{b}}}+\frac{\partial G}{\partial y_{\emptyset}} \frac{\partial y_{\emptyset}}{\partial \hat{\hat{b}}}}
$$

We have shown that the denominator is positive. The numerator is positive because $\frac{\partial G}{\partial q}=\frac{(2 \hat{\hat{b}})^{3}-\left(y_{\emptyset}^{b}\right)^{3}}{3(1-q)}>0, \frac{\partial y_{\emptyset}}{\partial q}=-\frac{2 b^{2}(2 p-1)}{(1-q)^{2}}<0, \frac{\partial G}{\partial y_{\emptyset}^{b}}=(1-q)\left(1-2 y_{\emptyset}^{b}\right)-q\left(y_{\emptyset}^{b}\right)^{2}=0$, $\frac{\partial y_{\emptyset}^{b}}{\partial q}=-\frac{(1-q)^{-1 / 2}}{2(1+\sqrt{1-q})^{2}}<0$. As a result $\frac{\partial \hat{\hat{b}}}{\partial q}<0$.

Next, we show (ii). Consider $b<\hat{\hat{b}}$, so $E(v)>E^{d}(v)$. By (20), we have

$$
E(v)-E^{d}(v)=(1-q)\left(y_{\emptyset}^{b}-y_{\emptyset}\right)\left(y_{\emptyset}^{b}+y_{\emptyset}-1\right)-\frac{q}{3}\left((2 b)^{3}-\left(y_{\emptyset}^{b}\right)^{3}\right)
$$

Take the derivative

$$
\frac{\partial\left(E(v)-E^{d}(v)\right)}{\partial p}=(1-q) \frac{\partial y_{\emptyset}}{\partial p}=-4 q b^{2}<0
$$

Corollary 7.1. Mandatory disclosure policy improves the decision maker's welfare if the expert is more likely to be informed or has a large bias, and reduces the decision maker's welfare if the expert is less likely to be informed or has a small bias.

The cutoff bias $\hat{b}(q)$ is decreasing in $q$. We illustrate the decision maker's utility with and without the disclosure policy in Figure 1. Concealing the expert's bias dominates disclosing the bias in the region below the downward sloping curve $\hat{b}(q)$ and vice versa in the region above the curve.

Corollary 7.2. Ex ante, the expert prefers to not disclose his bias to the decision maker.

Proof. We first compare the positive-biased expert's expected payoff under disclosure with that under nondisclosure. The argument for the negative-biased expert is similar.

First, consider the interior-cutoff equilibrium under disclosure. Note that if an interior-cutoff equilibrium occurs under disclosure, it must be that Type 1 equilibrium occurs under nondisclosure. In either case, the expert's expected payoff is the same when he is informed, as he hides $\theta$ in an interval of length $2 b$ immediately to the left of the null action and fully reveals $\theta$ outside of that interval. However, under disclosure, the expert's expected payoff is lower when he is uninformed, as the null action is distorted further downward than it is under nondisclosure, which hurts a positive-biased expert. Hence, we conclude the positive-biased expert's expected payoff is higher under nondisclosure than under disclosure.

Now, consider the Type B equilibrium under disclosure. Consider first the extreme case that $q=1$. Under disclosure, the expert fully reveals all information. Under nondisclosure, however, he only reveals information outside of the length $2 b$ interval to the left of the null action. By revealed preferences, his payoff is higher under nondisclosure.

When $q \neq 1$, a similar revealed preferences argument applies when the expert is informed, as he manages to hide a longer interval of the state of the world under nondisclosure, where the induced action is at most $b$ away from his ideal action. In the meantime when the expert is uninformed, he is also worse off under disclosure, for the same reason as that for the interior-cutoff equilibrium.

Given that the ex-interim payoffs of the expert is strictly lower under disclosure, regardless of his bias. His ex ante expected payoff is also strictly lower.

Note that the argument does not rely on symmetry, so is true regardless of the bias distribution.

## 6 Discussion

In this subsection, we consider equilibrium characterization and welfare comparisons for other possible parameter combinations. In particular, we will discuss alternative distributions of bias $\beta$ and then alternative distributions of state of the world $\theta$.

### 6.1 General distribution of bias $\beta$

In this subsection, we consider the case where the expert's bias $\beta$ has a general distribution on $\left[b_{l}, b_{h}\right]$, with distribution function $G .{ }^{5}$ Without loss of generality, we consider the case where $b_{h} \geq\left|b_{l}\right|$. We limit our attention to the case where $b_{h}$ is such that under disclosure the equilibrium is an interior-cutoff one, namely,

$$
b_{h} \leq \frac{\sqrt{1-q}}{2(1+\sqrt{1-q})}
$$

Consider first the case where $b_{l} \geq 0$. The equilibrium under nondisclosure is characterized by the following equation:

$$
\begin{equation*}
(1-q)\left(\mu-y_{\emptyset}\right)=q \int_{b_{l}}^{b_{h}} \int_{y_{\emptyset}-2 b}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right) d F(\theta) d G(b) \tag{21}
\end{equation*}
$$

For the disclosure case, the equilibrium under disclosure is characterized by the equation:

$$
\begin{equation*}
(1-q)\left(\mu-y_{\emptyset}^{b}\right)=q \int_{y_{\emptyset}^{b}-2 b}^{y_{\emptyset}^{b}}\left(y_{\emptyset}^{b}-\theta\right) d F(\theta) \tag{22}
\end{equation*}
$$

To evaluate the welfare of the decision maker, we need to observe that the expected payoff of the decision maker is equal to

$$
\begin{align*}
& E(v)=-(1-q) \int_{0}^{1}\left(y_{\emptyset}-\theta\right)^{2} d F(\theta) \\
& \quad-q \int_{b_{l}}^{b_{h}} \int_{y_{\emptyset}-2 b}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right)^{2} d F(\theta) d G(b) . \tag{23}
\end{align*}
$$

[^4]In the disclosure case, the decision maker's expected payoff is

$$
E^{d}(v)=\int_{b_{l}}^{b_{h}}\left[-(1-q) \int_{0}^{1}\left(y_{\emptyset}^{b}-\theta\right)^{2} d F(\theta)-q \int_{y_{\emptyset}^{b}-2 b}^{y_{\emptyset}^{b}}\left(y_{\emptyset}^{b}-\theta\right)^{2} d F(\theta)\right] d G(b \curlyvee 24)
$$

Under uniform distribution and after some algebraic calculations, the above equations become

$$
\begin{aligned}
& E(v)=-(1-q) \int_{0}^{1}\left(\frac{1}{2}-\theta\right)^{2} d \theta-(1-q)\left(y_{\emptyset}-\frac{1}{2}\right)^{2} \\
&-q E\left(\frac{8}{3} b^{3}\right)
\end{aligned}
$$

In the disclosure case, the decision maker's expected payoff is

$$
\begin{aligned}
& E^{d}(v)=-(1-q) \int_{0}^{1}\left(\frac{1}{2}-\theta\right)^{2} d \theta-(1-q) \int_{b_{l}}^{b_{h}}\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2} d G(b) \\
&-q E\left(\frac{8}{3} b^{3}\right)
\end{aligned}
$$

Thus, the difference in the decision maker's payoff between the nondisclosure case and the disclosure case can be written

$$
E(v)-E^{d}(v)=-(1-q)\left[\left(y_{\emptyset}-\frac{1}{2}\right)^{2}-\int_{b_{l}}^{b_{h}}\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2} d G(b)\right] .
$$

Note, from the equilibrium conditions (21) and (??), we have

$$
\begin{aligned}
\left(y_{\emptyset}-\frac{1}{2}\right)^{2} & =\frac{q^{2}}{(1-q)^{2}}\left[E\left(2 b^{2}\right)\right]^{2} \\
& \leq \frac{q^{2}}{(1-q)^{2}} E\left[\left(2 b^{2}\right)^{2}\right] \\
& =\int_{b_{l}}^{b_{h}}\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2} d G(b)
\end{aligned}
$$

where the equalities are implied by the equilibrium conditions and the inequality uses the convexity of the square function. Furthermore, the inequality is strict unless the distribution of $b$ is degenerate. Hence, the decision maker's payoff under nondisclosure is higher.

In the case $b_{l} \leq 0$, note that

$$
\left(y_{\emptyset}-\frac{1}{2}\right)^{2} \leq\left(\bar{y}_{\emptyset}-\frac{1}{2}\right)^{2}
$$

while

$$
\left(y_{\emptyset}^{b}-\frac{1}{2}\right)^{2}=\left(\bar{y}_{\emptyset}^{h}-\frac{1}{2}\right)^{2}
$$

where the $\bar{y}$ expressions correspond to the value when $b$ is replaced by $|b|$ for all $b \in$ $\left[b_{l}, b_{h}\right]$ (thus creating a new distribution function $\bar{G}$ ). Hence, the welfare comparisons are further enforced.

### 6.2 Welfare comparison: Non-uniform distribution

In this subsection, we consider an example in which the dominance of nondisclosure over disclosure fails, even when under the latter type A equilibrium occurs.

Let $p=1 / 2$ and $b_{h}=-b_{l}=b$. Instead of assuming that $\theta \in[0,1]$ follows the uniform distribution, let its density function $f$ be

$$
f(x)= \begin{cases}t+2(2-2 t) x, & x \in[0,1 / 2], \\ t+2(2-2 t)(1-x), & x \in[1 / 2,1],\end{cases}
$$

where $t \in[0,1]$. Thus, the density function is symmetric around $1 / 2$ and singlepeaked. ${ }^{6}$ When $t=1, \theta$ follows the uniform distribution; when $t=0, \theta$ has zero density at 0 . Assume further that $b$ is such that under disclosure the equilibrium is of type A.

The equilibrium under nondisclosure is characterized by the following equation:

$$
\begin{equation*}
(1-q)\left(\mu-y_{\emptyset}\right)=q\left[\frac{1}{2} \int_{y_{\emptyset}-2 b}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right) d F(\theta)+\frac{1}{2} \int_{y_{\emptyset}}^{y_{\emptyset}+2 b}\left(y_{\emptyset}-\theta\right) d F(\theta)\right] . \tag{25}
\end{equation*}
$$

[^5]For the disclosure case, the equilibrium under disclosure is characterized by the equation:

$$
\begin{equation*}
(1-q)\left(\mu-y_{\emptyset}^{h}\right)=q \int_{y_{\emptyset}^{h}-2 b}^{y_{\emptyset}^{h}}\left(y_{\emptyset}^{h}-\theta\right) d F(\theta) \tag{26}
\end{equation*}
$$

Note that (25) is satisfied by $y_{\emptyset}=\mu=1 / 2$. The LHS of (26) is clearly decreasing in $y_{\emptyset}^{h}$, while the RHS of (26) is increasing in $y_{\emptyset}^{h}$ for all $y_{\emptyset}^{h} \leq 1 / 2$. To see the latter, one may use Leibniz's Rule or note that

$$
\int_{y_{\emptyset}^{h}-2 b}^{y_{\emptyset}^{h}}\left(y_{\emptyset}^{h}-\theta\right) d F(\theta)=\int_{0}^{2 b} x f\left(y_{\emptyset}^{h}-x\right) d x
$$

which is clearly increasing in $y_{\emptyset}^{h} \in[0,1 / 2]$ as $f$ is increasing on $[0,1 / 2]$. Thus, there is a unique $y_{\emptyset}^{h} \in(0,1 / 2)$ that solves (26).

Now, we compare the receiver's expected payoffs under disclosure and nondisclosure. Note that, as before and by symmetry, under nondisclosure the receiver's expected payoff is

$$
\begin{aligned}
E(v) & =-(1-q) \int_{0}^{1}\left(y_{\emptyset}-\theta\right)^{2} d F(\theta)-q \int_{y_{\emptyset}-2 b}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right)^{2} d F(\theta) \\
& =-(1-q) \int_{0}^{1}\left(\frac{1}{2}-\theta\right)^{2} d F(\theta)-(1-q)\left(y_{\emptyset}-\frac{1}{2}\right)^{2}-q \int_{y_{\emptyset}-2 b}^{y_{\emptyset}}\left(y_{\emptyset}-\theta\right)^{2} d F(\theta) .
\end{aligned}
$$

In the disclosure case, the receiver's expected payoff is

$$
\begin{aligned}
E^{d}(v) & =-(1-q) \int_{0}^{1}\left(y_{\emptyset}^{h}-\theta\right)^{2} d F(\theta)-q \int_{y_{\emptyset}^{h}-2 b}^{y_{\emptyset}^{h}}\left(y_{\emptyset}^{h}-\theta\right)^{2} d F(\theta) \\
& =-(1-q) \int_{0}^{1}\left(\frac{1}{2}-\theta\right)^{2} d F(\theta)-(1-q)\left(y_{\emptyset}^{h}-\frac{1}{2}\right)^{2}-q \int_{y_{\emptyset}^{h}-2 b}^{y_{\emptyset}^{h}}\left(y_{\emptyset}^{h}-\theta\right)^{2} d F(\theta) .
\end{aligned}
$$

Note that $y_{\emptyset}=1 / 2$ and $y_{\emptyset}^{h}<1 / 2$. Thus, substituting the pdf $f$ into the above expressions, the difference in the receiver's payoff between the nondisclosure case and the disclosure case can be written

$$
E(v)-E^{d}(v)=(1-q)\left(y_{\emptyset}^{h}-\frac{1}{2}\right)^{2}-q \int_{y_{\emptyset}^{h}-2 b}^{y_{\emptyset}^{h}}\left(y_{\emptyset}^{h}-\theta\right)^{2} \cdot 2(2-2 t)\left(y_{\emptyset}-y_{\emptyset}^{h}\right) d \theta .
$$

Using $y_{\emptyset}=1 / 2, \mu=1 / 2$, and (26), we have

$$
\begin{aligned}
\frac{E(v)-E^{d}(v)}{1 / 2-y_{\emptyset}^{h}} & =q \int_{y_{\emptyset}^{h}-2 b}^{y_{\emptyset}^{h}}\left(y_{\emptyset}^{h}-\theta\right)[t+2(2-2 t) \theta] d \theta-q \int_{y_{\emptyset}^{h}-2 b}^{y_{\emptyset}^{h}}\left(y_{\emptyset}^{h}-\theta\right)^{2} \cdot 2(2-2 t) d \theta \\
& =q \int_{y_{\emptyset}^{h}-2 b}^{y_{\emptyset}^{h}}\left(y_{\emptyset}^{h}-\theta\right)\left[4(2-2 t) \theta-2(2-2 t) y_{\emptyset}^{h}+t\right] d \theta
\end{aligned}
$$

Note that when $t=1$, the above expression is always strictly positive, as previously shown. However, when $t=0$, the above expression can be written

$$
q \int_{0}^{2 b} x\left[-8 x+4 y_{\emptyset}^{h}\right] d x
$$

which is strictly negative $\left(-16 b^{3} / 3\right)$ for $y_{\emptyset}^{h}=2 b$ (the threshold between type A and type B equilibria). Hence, it is no longer true that nondisclosure always dominates disclosure when $b$ is such that type $A$ equilibrium occurs under disclosure.

## 7 Conclusion

In this paper, we study the effect of disclosure of conflicts of interest on communication between an expert and a client. We show that even when the expert's information is verifiable, there may be circumstances under which disclosure of conflicts of interest is not conducive to informative communication. In particular, we identify an important tradeoff between disclosure of conflicts of interest and utilization of the expert's information. If the expert is not necessarily informed, then an informed expert would have the option of feigning ignorance and not being forced to reveal all the information he has, as the typical unravelling argument implies. This, however, would cause the client to draw unwarranted inference from the uninformed expert's inability to provide information. On the other hand, when the direction of the bias of the expert is not disclosed, this negative effect is smaller.

Our paper makes a contribution to the theoretical literature on the effect of mandatory disclosure policies, as well as that on communication of verifiable information when the expert's bias is uncertain. We identify new environments in which mandatory disclosure policies are counterproductive, in addition to that of Li and Madarasz (2008).

It is worth noting that our analysis is focused on an environment in which both the expert and the decision maker are fully rational. There is evidence that a client tends not to make the full negative inference about the expert's action to conceal information. ${ }^{7}$ This may undermine the unravelling argument needed for the full revelation equilibrium in the case of disclosure of conflicts of interest and possibly tilt the comparison more in favour of nondisclosure of conflicts of interest.
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