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Abstract

Climate change has become central to the global economic policy agenda. Monetary
authorities have begun to express concern about the economic risks posed by climate
change, requiring central banks to review their policy. Also the emerging "Greenflation",
as a consequence of the energy transition, has raised the question of whether and how the
authorities should react to aggregate and relative price developments. In this paper, we
discuss the possible impact, coming from the inclusion of climate change in a two-sector
dynamic stochastic general equilibrium model, on the conduct of monetary policy. We
investigate the optimal mix of environmental and macroeconomic stabilization policies.
In particular, we examine the optimal response of the interest rate to sector-specific price
changes. We show that optimal policy rule parameters vary significantly between the
models, are affected by the type of environmental policy implemented and depend on
the specific shock occurring.
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1 Introduction

Since the Paris Agreement of 2015, climate change has become central to the global economic
policy agenda. Besides governments and (supra)national public bodies, also monetary au-
thorities have begun to express concern about the economic risks posed by climate change
and see the need for their proactive involvement. Examples are the speech given in 2015 by
former governor of the Bank of England Mark Carney, who warned that climate change poses
severe risks to economic development and financial stability; or more recently (July 2021),
the new monetary policy strategy approved by the European Central Bank (ECB), in which
it is claimed that central banks should commit to include the impact of climate change in
their policy framework and be supportive to policy initiatives addressing environmental is-
sues. The recent abnormal increase in commodity and energy prices has also become a source
of concern for monetary authorities. The ongoing energy transition contributes to imbalances
between supply and demand for these resources, leading to questions as to whether or not
the current "Greenflation" is inevitable and how the authorities should react to price devel-
opments (Blas 2022). But how does climate change really affect the conduct of monetary
policy? Is central banks’ mandate of aggregate price stability still optimal while targeting
environmental issues? The goal of this paper is to discuss the possible impact coming from
the inclusion of climate change in a standard macroeconomic model on the optimal monetary
policy reaction function, and to investigate the optimal mix of environmental and macroeco-
nomic stabilization policies from a welfare perspective.

To achieve this goal, we make use of the DSGE modelling approach to compare the ef-
fect of different environmental-monetary policy mixes on the business cycle and welfare. As
conventional DSGE models, employed to design macroeconomic policies, often neglect the
natural environment, we develop an economic model augmented with a climate module, fea-
turing two sectors: a green "clean" sector and a brown "polluting" sector; the purpose is to
study how the distinction between a polluting and a non-polluting industry affects the effi-
cient design of monetary policy when in combination with different climate policies addressing
the environmental externalities. In particular, in our framework monetary policy controls the
nominal interest rate, which affects consumption, output and prices. Since climate change
and environmental policies can severely affect the economic development, they cannot be
deemed to be unrelated with monetary policy, as it cares about growth and stabilization. In
this work we focus our attention on the price stability target in a Taylor-rule based policy and
the trade off between stabilizing output, inflation and limiting climate change. Our approach
is to look at sectoral rather than general level of prices, assuming that the central bank can
differentiate between green and brown goods’ prices when setting its policy. In the main
simulation we test the response of the economy to exogenous sector-specific technology and
cost-push shocks. To assess the role of environmental damage, we also compare economies
both with and without pollution externalities. We show that optimal policy rule parameters
vary significantly between the models, are affected by the type of environmental policy im-
plemented and depend on the specific shock occurring.

The bridge in the literature between general equilibrium models and environment comes
from Integrated Assessment Models (IAM). The pioneering work of William Nordhaus (Nord-
haus 1977, 2010; Nordhaus and Sztorc 2013), with his Dynamic Integrated model of Climate
and the Economy (DICE), can be considered the forerunner of the wide strand of litera-
ture developed in recent decades around IAM. DICE is an analytical model, designed as a
policy optimization tool, trying to represent the interconnection between climate and global
economic system. In addition to the neoclassical economic growth theory, on which it is
grounded, here the "negative natural capital" of carbon concentrations is included (Nord-
haus 2010). Environmental policies aiming at reducing anthropic emissions are therefore
intended as investments to reduce this negative capital. On the early work of Nordhaus is
also based a strand of literature combining environmental issues with the real business cycle
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theory. Among these, Heutel (2012) formally stresses the importance of business cycles in
driving public policies: his idea is that, in order to design focused interventions to address
climate change, it is important to build a model in which climate policies are explicitly inte-
grated with macroeconomic fluctuations. He develops a DSGE model with random exogenous
shocks, in which pollution appears as a stock variable that negatively affects the economy.
This kind of integrated models has been defined environmental DSGE (E-DSGE).

Early E-DSGE literature has focused primarily on the different effects of specific public
environmental policies on the business cycle. Extension of the model by Heutel (2012) have
been provided by adding uncertainty (Hassler and Krusell 2018), New Keynesian nominal
rigidities (Annicchiarico and Di Dio 2015, 2017), financial (Carattini et al. 2021) or labor-
market frictions and migration (Chan 2019; Gibson and Heutel 2020). More recently, the
attention has shifted to the interaction between environmental and monetary policies and
on possible extension of the tools available to central banks. In this respect, Chen et al.
(2020) and Chan (2020) develop a climate-augmented monetary policy rule, by adding an
emission target in the standard Taylor equation. They find that such a kind of monetary
policy can create a conflict between welfare and climate objectives. Other scholars instead
drive the attention on central banks’ balance sheets composition, developing models with
financial frictions in which green-quantitative easing programs are enforced (Diluiso et al.
2020; Ferrari and Nispi Landi 2021). We contribute to this literature by asking whether
central banks should react differently to price changes in the green and the brown sector.

The paper is organized as follows: in section 2, we set up the notation and define op-
timal monetary policy both in a simple one-sector New Keynesian DSGE model, and in a
two-sector DSGE, in which firms at the intermediate-level are split into two identical sectors.
In section 3, first we conduct a broad analysis of impulse response functions in the E-DSGE,
shedding light on the effect of monetary and climate policies mixes on the business cycle;
then we show how optimal monetary policy is affected by the inclusion of greenhouse gas
emissions and environmental policy in the standard two-sector DSGE model. In section 4 we
look at the optimal monetary rule and welfare loss when asymmetric shocks hit the economy.
Section 5 concludes.

2 Optimal Monetary Policy in a Simple Framework without
Climate Change

In this section we first start developing a plain-vanilla New Keynesian-DSGE model (with
price and investment rigidities); then we amend it by splitting the economy into two-symmetric
productive sectors. This will serve as a benchmark to design our main E-DSGE model, which
adds a climate module and environmental externalities to the two-sector DSGE model. The
purpose here is to show how optimal simple-rule policy parameters vary when revising the
model structure (from 1 to 2 sectors) and introducing new frictions in the model (environ-
mental damage). The calibration for common parameters is the same for all three models.
For a detailed description see section 3.4.

2.1 One-Sector DSGE model

In our baseline model, firms produce a non-differentiated final consumption good, using
intermediate goods as input and operating in a perfectly competitive market. A continuum
of firms producing differentiated goods operate in a monopolistically competitive regime and
employ capital and labor as inputs in a Cobb-Douglas production function. Besides firms,
other actors operating in the economy are a central monetary authority (e.g. the central
bank), a central fiscal authority (e.g. the government) and households/labor force.
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2.1.1 Households

The intertemporal utility function of the representative infinitively-lived household can be
formulated as follows:

U =

∞∑
t=0

βt

(
c1−ϕct − 1

1− ϕc
− ψ l1+ϕlt

1 + ϕl

)
(1)

where lt represents working hours and ct per-capita consumption (at time t); period utility is
characterized by a constant relative risk aversion (CRRA), where ϕc is the inverse elasticity
of intertemporal substitution1, ψ weights the disutility of working and ϕl is the inverse of
the Frisch elasticity2; β is the intertemporal discount factor. Households solve the following
optimization problem:

max
ct,lt,bt,it

∞∑
t=0

βt

[
c1−ϕct − 1

1− ϕc
− ψ l1+ϕlt

1 + ϕl

]
(2)

s.t. bt + ct + it = bt−1
rt−1
πt

+ kt−1r
k
t + wtlt +−tt + Tt (3)

Here, bt is bond, it represents investment, bt−1rt−1 denotes revenues from holding bonds,
πt is CPI inflation rate; kt−1rkt is the income from capital service and wtlt income from
labor; tt is a lump-sum tax and Tt represents profits from final goods firms ownership (equal
to zero because of the perfect competition regime in which they operate). Following the
example of Christiano et al. (2005), we also consider the existence of implicit adjustment
costs in investment3, which makes adjusting the investment level in response to a departure
of capital from its optimal level costly. In so doing, investment is smoothed over time. The
law of motion of capital with quadratic adjustment costs is then:

kt = (1− δ)kt−1 + it

[
1− φi

2

(
it
it−1
− 1

)2
]

(4)

where φi > 0 denotes the investment cost parameter. Households utility maximization prob-
lem yields the following first order conditions (FOC) with respect to (w.r.t.) consumption
ct:

c−ϕct = λt; (5)

FOC w.r.t. labor lt:

wt =
ψlϕlt
λt

; (6)

FOC w.r.t. capital kt:

qt =
λt+1

λt
βt
(

(1− δ)qt+1 + rkt+1

)
; (7)

where qt measures the marginal value of capital w.r.t. consumption and is known as Tobin’s
q; FOC w.r.t. bonds bt:

rt =
λt
λt+1

1

βt
πt+1, (8)

where inflation πt+1 is defined as
πt+1 =

pt+1

pt
; (9)

1For ϕc = 1, we use log(ct) for consumption in the utility function.
2For example, choosing a value equal to 2, means that an increase of 1% in wage rate increases hours

work by 0.5%.
3In their work, Christiano et al. (2005) do not specify a functional form for the investment adjustment

cost but rather some properties, which are perfectly met with our choice.
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FOC w.r.t. investment it:

1 =qt

[
1− φi

2

(
it
it−1
− 1

)2

− φi
(

it
it−1
− 1

)
it
it−1

]
+

βqt+1

[
λt+1

λt
φi

(
it+1

it
− 1

)(
it+1

it

)2
]

(10)

From equation (8) we can write real interest rate rrt as

rrt =
rt
πt+1

(11)

2.1.2 Firms

Firms producing final good yt operate in a perfectly competitive market and use a combination
of intermediate goods yi,t from producers i in production function with constant elasticity of
substitution (CES):

yt =

(∫ 1

0
y
ξ−1
ξ

i,t di

) ξ
ξ−1

(12)

where ξ is the elasticity of substitution parameter and yt is known as the Dixit-Stiglitz ag-
gregator. Because we are in perfect competition, prices are given; combining equation (12)
with FOC of intratemporal profit maximization w.r.t. the intermediate good, we obtain the
demand function for yi,t:

yi,t =

(
pi,t
pt

)−ξ
yt (13)

Zero profit condition for final goods firms requires then the aggregate price index to be

pt =

(∫ 1

0
p1−ξi,t di

) 1
1−ξ

(14)

Intermediate firms i employ labor l and capital k as input in a standard Cobb-Douglas
production function, as follows:

yi,t = Ai,t (ki,t−1)
α (li,t)

1−α (15)

where At is the total factor productivity and α is the input share parameter. Nominal
rigidities typical of the New Keynesian framework are modeled by introducing quadratic
adjustment costs (ACi,t) à la Rotemberg (1983)4, which intermediate firms pay whenever
they adjust their price w.r.t. the steady state inflation level:

ACi,t =
φp
2

(
pi,t
pi,t−1

− π̄
)

(16)

Profits are defined as
Πi,t = pi,tyi,t − wi,tli,t − rki,tki,t−1 (17)

Intermediate firms sell their own output at price pi and pay production factors price (wage
wi and capital interest rate rki ) to labor and capital issuers (households). Since in symmetric

4As an alternative, we could have employed Calvo (1983) model of pricing, but we opted for Rotemberg
as a more parsimonious model. Moreover, Rotemberg and Calvo models deliver equivalent dynamics when
log-linearized around a zero inflation steady state (Ascari and Rossi 2012).
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equilibrium all firms within the same sector choose the same price, we can drop the index i.
From intermediate firm’s profits maximization, FOC w.r.t. capital kt yields:

rkt = mctAtα (kt−1)
α−1 (lt)

1−α; (18)

where mci,t is the Lagrangian multiplier related to marginal costs; FOC w.r.t. labor lt:

wt = mctAt(1− α) (kt−1)
α (lt)

−α; (19)

FOC w.r.t. price pt:

πt (πt − π̄) = β

[
λt+1

λt

yt+1

yt
πt+1 (πt+1 − π̄)

]
+

ξ

φp

[
mct −

ξ − 1

ξ

]
(20)

Total factor productivity evolves following an AR(1) process:

log(At) = (1− ρa)log(Ā) + ρalog(At−1) + ea (21)

where Ā is the steady state level of technology and ea is an exogenous productivity shock.

2.1.3 Monetary authority and public sector

The monetary authority follows a simple feedback rule of the Taylor (1993) rule class to set
nominal interest rate5. It is assumed to have a dual mandate of business cycle and price
stability:

rt
r̄

=
(rt−1

r̄

)ρm [(πt
π̄

)φπ (yt
ȳ

)φy]1−ρm
exp(em) (22)

where r̄, π̄ and ȳ represent the corresponding Ramsey steady state of nominal interest rate,
inflation and aggregate demand6; φπ and φy are standard policy parameters determining
the response of nominal interest rate to variation in inflation and output; ρm denotes the
degree of monetary policy inertia; em is the exogenous monetary policy shock. Public sector
expenditure gt is completely financed by an income tax tt:

gt = tt + bt − (1 + rt−1) bt−1 (23)
where tt = ωyt (24)

tt is defined as a fixed share of income yt, determined by the parameter ω. To simplify, we
assume net supply of bonds to be zero. Public expenditure also follows an AR(1) process as
TFP:

log(gt) = (1− ρg)log(ḡ) + ρglog(gt−1) + eg (25)

where ḡ is the usual steady state level and eg is an exogenous fiscal policy shock. The
good-market clearing condition implies:

yt = ct + gt + it +
φp
2
yt(πt − π̄t)2 (26)

Finally, the bond-market clears at bt = 0.

5The choice of a simple rule comes from the fact that this class of rule-based policy is readily implementable
and easy to communicate to the public. In contrast, a socially optimal policy designed by a Ramsey planner
is not directly operational. Nevertheless, Schmitt-Grohé and Uribe (2007) have shown that the outcomes, in
terms of welfare maximization, are extremely close between the two approaches.

6Alternatively we could have set the output gap in the Taylor rule as the deviation of output from
its natural level. As in Smets and Wouters (2003), natural or potential output is defined as the one that
would be produced in a completely frictionless economy with full price-flexibility and no adjustment costs.
Nevertheless, as Schmitt-Grohé and Uribe (2007) point out, it is quite unrealistic for the policymaker to have
all the information required for computing the flexible-price aggregate output (such as the joint distribution
of shocks and their occurrence). For robustness check, we tested our model with such a kind of output gap:
the results are not far removed from those shown in the following sections.
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2.1.4 Optimal monetary policy

Following the approach proposed by Schmitt-Grohé and Uribe (2007), we compute optimal
monetary policy rule maximizing the welfare of the representative agent. We distinguish two
main scenarios: in the first, the economy is hit by a technology shock; in the second, only a
cost-push shock occurs. In both cases welfare is maximal for a muted response to output gap
(φy = 0); conversely, the optimal inflation gap parameter is maximal for φπ = 10 in a TFP
shock scenario and for φπ = 3.8 (interior solution)7, in a cost-push shock scenario. Note that,
in our setup, a TFP shock brings no trade-off in the monetary policy, and the central bank
can freely set its policy rate to the natural level. This looks numerically like an extremely
large reaction coefficient to the inflation gap 8. The two cases are displayed in figure 1.
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(a) TFP shock
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(b) Cost-push shock

Figure 1: Optimal monetary policy, one-sector DSGE model

What emerges from the policy parameters optimization is that closing the inflation gap
is the major concern for the monetary authority. Clearly the negative inflation caused by a
TFP shock induces central banks to cut their nominal interest rate, as an further stimulus
to consumption and hence welfare. While the positive price variation, due to the rising pro-
duction costs, calls the monetary authority to increase interest rate so as to reduce aggregate
demand (and consequently prices) up to a specific level. An excessive reaction of monetary
policy, instead, would have the effect of excessively weaken consumption and cut the welfare
level.

2.2 Optimal Monetary Policy in a Two-Sector Model

A first extension to the standard one-sector DSGE model, previously described, consists of
splitting firms at the intermediate level into two symmetric sectors (which we call G and
B for reasons that will become clear in next section), featuring same production function
and costs. Those intermediate goods are aggregated within their sector and then bundled
together to form the final good.

7We restrict policy coefficients to lie in a relatively large interval [0, 10].
8Schmitt-Grohé and Uribe (2007) show that in an unconstrained optimization, the inflation coefficient

would exceed 300.
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2.2.1 Households

For what concerns households’ budget, we differentiate capital, labor and wage by sector9,
such that

bt + ct + it = bt−1
rt−1
πt

+ rkt kt−1 + wGt l
G
t + wBt l

B
t − tt + Tt (27)

Capital and labor supply for the two sectors aggregate according to the following equations:

lt =
[(
lBt
)1+ϕh +

(
lGt
)1+ϕh] 1

1+ϕh ; (28)

kt =
[
kBt + kGt

]
(29)

where ϕh > 0 represents the willingness of households to substitute labor between sectors. By
setting this parameter higher than zero, we open to imperfect labor mobility across sectors.
Again, from utility maximization (2), FOC w.r.t. labor lGt and lBt read:

wGt =
ψ
(
lGt
)ϕh (lt)

ϕl−ϕh

λt
; (30)

wBt =
ψ
(
lBt
)ϕh (lt)

ϕl−ϕh

λt
; (31)

2.2.2 Firms

Firms producing the final good employ a linear function using a constant elasticity of substi-
tution (CES) aggregator10, combining the two sectors’ intermediate goods:

yt =

[(
yGt
) ε−1

ε +
(
yBt
) ε−1

ε

] ε
ε−1

(32)

where yGt and yBt are respectively goods from industry G and B, while ε represents the elastic-
ity of substitution between the two. The final good firm solves an intratemporal maximization
problem to determine the optimal input combination:

max
yGt ,y

B
t

ptyt −
[
pGt y

G
t + pBt y

B
t

]
where pGt and pBt are sector-specific prices and pt represents the aggregate price index. This
problem yields the following demand functions:

yGt =yt

(
pGt
pt

)−ε
(33)

yBt =yt

(
pBt
pt

)−ε
(34)

The aggregate price can be written as

pt =
[(
pGt
)1−ε

+
(
pBt
)1−ε] 1

1−ε (35)

9We avoid setting a specific return on capital for each sector first, because we assume households can
easily switch their investments from one sector to the other; second, as we do not want to focus on capital
market frictions here.

10Unitary elasticity of substitution helds the classic Cobb-Douglas function; instead we choose a value
ε−1
ε
< 1, which makes the two inputs imperfect substitutes.
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Clearly, both demand functions are increasing in the final good production and price and
decreasing in their own price. Similarly to equation (12), we define intermediate goods G and
B as an aggregation of intermediate inputs yG,Bi,t produced by monopolistically competitive
firms i, with constant elasticity of substitution:

yjt =

(∫ 1

0

(
yji,t

) ξ−1
ξ
di

) ξ
ξ−1

, where j = {G,B} (36)

Intermediate input demand reads:

yji,t =

(
pji,t

pjt

)−ξ
yjt (37)

By combining the latter with the demand function of aggregate intermediate good (33 - 34),
we get:

yji,t =

(
pji,t

pjt

)−ξ
yt

(
pjt
pt

)−ε
(38)

Zero profit condition for intermediate goods firms requires then the aggregate intermediate
price index to be

pjt =

(∫ 1

0
p1−ξi,t di

) 1
1−ξ

(39)

Intermediate inputs producers, operating in a monopolistically competitive market, employ
a Cobb-Douglas function as in 15, with sector-specific production factors:

yji,t = Aji,t

(
kji,t−1

)α (
lji,t

)1−α
(40)

In both sectors firms pay a price adjustment cost (see equation (16)) and maximize their
profits, defined as

Πj
i,t = pji,ty

j
i,t − w

j
i,tl

j
i,t − r

k
i,tk

j
i,t−1 (41)

Firms maximize profits w.r.t. their factors of production. The resulting FOC are the same
as in the one-sector case (18 - 19) and are identical across industries G and B. Firms choose
also the optimal price for their products; in this way we can compute two distinct inflation
rates for sectors G and B:

πjt

(
πjt − π̄

)
= β

[
λt+1

λt

yjt+1

yjt
πjt+1

(
πjt+1 − π̄

)]
+

ξ

φp

[
mcjt −

ξ − 1

ξ

]
(42)

Marginal costs are obviously identical and depend on the degree of elasticity between inter-
mediate goods within the same sector.

2.2.3 Central banks and market clearing

The central bank employs a non-standard Taylor Rule to set its policy rate: while maintaining
the usual mandate of price stability, it takes into account the relative change of pGt and pBt
instead of the general level of price pt. The Taylor rule in equation (22) is then augmented
with two new inflation parameters, as follows:

rt
r̄

=
(rt−1

r̄

)ρm [(πGt
π̄

)φGπ (πBt
π̄

)φBπ (yt
ȳ

)φy]1−ρm
exp(em) (43)

where φGπ and φBπ denote the response of interest rate to the sector-specific inflation variation.
Public expenditure is defined according to equation (23). The good-market clearing condition
implies:

yt = ct + gt + it +
φp
2
yGt (πGt − π̄t)2 +

φp
2
yBt (πBt − π̄t)2 (44)
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2.2.4 Optimal monetary policy

Once again, we optimize monetary policy parameters of our new Taylor rule 43 maximizing
the households’ welfare. This time the response parameter to output gap is set by default to
φy = 0. Welfare maximizing parameters for the inflation gap are φGπ = φBπ = 3 in the case of
a simultaneous cost-push shock in the two sectors (panel b of figure 2); while with a TFP-
shock welfare is maximal for reaction coefficients on inflation equal to 10 (as before, see panel
a in figure 2). These results replicate those for the one-sector DSGE (with slightly lower
reaction of interest rate to inflation gap when cost-push shock occurs) given the (almost)
identical structure of the two models (besides the introduction of frictional labor mobility
and imperfect substitution between the two sectors).

(a) TFP shock (b) Cost-push shock

Figure 2: Optimal monetary policy, two-sector DSGE

3 Environmental-DSGE

In this section we extend the two-sector DSGE by introducing environmental externalities
in the model. Building on the work of Annicchiarico and Di Dio (Annicchiarico and Di Dio
2015, 2017) and Hassler and Krusell (2018), we integrate the Environmental-DSGE model
by Heutel (2012) with New Keynesian nominal rigidities and an intermediate firm level. As
before, in this model three kind of firms operate in the economy: a final consumption good
producer, bundling "green" and "brown" output and operating in a perfectly competitive
market; two intermediate firms aggregating respectively "green" and "brown" differentiated
goods using a CES aggregator function; and the "brown" polluting firms11 and the "green"
clean firms operating in a monopolistically competitive regime. These latter both employ
capital and labor as production factors.

3.1 Firms

3.1.1 Final-good firms

Similarly to Acemoglu et al. (2012), firms producing final good employ a linear function as
follows:

yi,t = yEt (45)

11While in Heutel (2012) all firms pollutes, in our model only brown firms do.
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where yEt is a CES aggregator combining green and brown intermediate goods as inputs:

yEt =

[
(1−∆)

1
ε
(
yGt
) ε−1

ε + ∆
1
ε
(
yBt
) ε−1

ε

] ε
ε−1

(46)

where yGt and yBt are respectively green and brown goods, ∆ is a weighting parameter12 and
ε represents the elasticity of substitution between the two inputs. Intermediate firm i solves
an intratemporal maximization problem to determine the optimal input combination:

max
yGt ,y

B
t

pEt y
E
t −

[
pGt y

G
t + pBt y

B
t

]
where pGt and pBt are respectively green and brown goods’ prices; pEt represents the aggregate
price index. As in previous section, this problem yields the demand functions for the two
sectors:

yGt =yEt (1−∆)

(
pGt
pEt

)−ε
(47)

yBt =yEt ∆

(
pBt
pEt

)−ε
(48)

Aggregate price reads

pEt =
[
(1−∆)

(
pGt
)1−ε

+ ∆
(
pBt
)1−ε] 1

1−ε (49)

In this case both demand functions depend on the composition of yE , given by the endogenous
value of ∆.

3.1.2 Green and Brown intermediate input firms

Aggregate goods G and B are again defined as a combination of intermediate inputs yG,Bi,t

produced by a continuum of firms indexed with i (see equation (37)) By substituting the
value of yG,Bt from 47 - 48, into the intermediate input demand function 37, we get:

yGi,t =

(
pGi,t

pGt

)−ξ
yEt (1−∆)

(
pGt
pEt

)−ε
(50)

yBi,t =

(
pBi,t

pBt

)−ξ
yEt ∆

(
pBt
pEt

)−ε
(51)

Green and brown firms employ sector-specific labor and capital in their production; also
for both TFP is negatively affected by pollution. Brown-good firms differ from green-good
producers in that they face a trade off between paying a tax on their negative externalities
and employing a fraction of their production to abate their polluting emissions. The brown
production function is

yBi,t = ABi,t
(
kBi,t−1

)α (
lBi,t
)1−α

, (52)

where ABt = (1−Dt(xt)) a
B
t (53)

12Following Ferrari and Nispi Landi (2021), the value of ∆ is calculated by fixing the steady state amount
of atmospheric carbon stock, such that it represents the intermediate input composition accounting for the
current level of air pollution.
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Similarly for green producers

yGi,t = AGi,t

(
kGi,t−1

)α (
lGi,t

)1−α
(54)

where AG,Bt is the total factor productivity net of the damage function Dt, and a
G,B
t is the

industry-specific technology factor.
The linkage between production and climate is expressed via the damage function and

the abatement spending. Let’s here define the functions that make up the climate module:

Dt(xt) =d0 + d1xt + d2x
2
t (55)

xt =ηxt−1 + et + eROWt (56)

et =(1− µt)h(yBi,t), with µt ∈ [0, 1] (57)

zt =g(µt)y
B
i,t (58)

Damage Dt is a quadratic function of pollution stock xt
13. Pollution stock is a function

of domestic emissions et and emissions from the rest of the world eROWt ; η is a parameter
describing the decay rate of atmospheric pollution. Domestic emissions are a function of
polluting firms’ production and abatement; µt is the fraction of emissions abated; zt represents
the total abatement spending. In addition we define two auxiliary function:

h
(
yBi,t
)

=γ1
(
yBi,t
)1−γ2

, with 0 < γ1, γ2 ≤ 1 (59)

g(µt) =θ1µ
θ2
t (60)

such that industrial emissions are increasing concave function of output. The resource con-
straint of brown-good producers can be expressed as follows:

ΠB
i,t = pBi,ty

B
i,t − τEi,tei,t − zi,t − wBi,tLBi,t − r

k,B
i,t k

B
i,t−1 (61)

where ΠB
i,t is brown firm profit and τEt is the carbon tax on industrial emissions that polluting

firms pay to the central fiscal authority. Profit maximization problem for polluting firms
yields the following Lagrangian function:

L =
∞∑
t=0

βtλt

yEt ∆

(
pBt
pEt

)−ε(pBi,t
pBt

)−ξ
(pBi,t

pBt

)
− τEi,t (1− µi,t) γ1

yEt ∆

(
pBt
pEt

)−ε(pBi,t
pBt

)−ξ−γ2 − θ1µθ2i,t
+

−wBi,tlBi,t − r
k,B
i,t k

B
i,t−1 −

φp
2

(
pBi,t

pBi,t−1
− π̄

)2

yBt +

+mcBi,t

ABi,t (kBi,t−1)α (lBi,t)1−α − yEt ∆

(
pBt
pEt

)−ε(pBi,t
pBt

)−ξ
13There is an extensive discussion in the literature about the real magnitude of damage. According to

some experts, Nordhaus’ damage function underestimates the impact of the stock of pollution on the economy
(Howard and Sterner 2017). In addition, temperature increases due to environmental degradation would affect
different parts of the world asymmetrically, and would even benefit some countries in the northern part of
the globe (Kalkuhl and Wenz 2020). Nevertheless, investigating the nature of the damage function is beyond
the scope of our work, so we follow the standard approach in the E-DSGE literature.
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where mcG,Bi,t is the sectorial Lagrangian multiplier related to marginal costs. FOC w.r.t.
capital kBt :

rk,Bt = mcBt A
B
t α
(
kBt−1

)α−1
(lBt )1−α; (62)

FOC w.r.t. labor lBt :
wBt = mcBt A

B
t (1− α)

(
kBt−1

)α
(lBt )−α; (63)

FOC w.r.t. abatement µt:

τEt γ1

[
yEt ∆

(
pBt
pEt

)−ε]−γ2
= θ1θ2µ

θ2−1
t (64)

FOC w.r.t. price pBt :

πBt
(
πBt − π̄

)
=β

[
λt+1

λt

yBt+1

yBt
πBt+1

(
πBt+1 − π̄

)]
+

+
ξ

φp

[
mcBt −

ξ − 1

ξ
+ τEt (1− µt)γ1(1− γ2)

[
yEt ∆

(
pBt
pEt

)−ε]−γ2
+ θ1µ

θ2
t

]
(65)

Note that since brown and green firms incur different costs, they will not set same price
even in equilibrium; hence, we cannot simplify price variables pBt and pEt . For green-good
producers instead, the resource constraint is

ΠG
i,t = pGi,ty

G
i,t − wGi,tLGi,t − r

k,G
i,t k

G
i,t−1 (66)

As before, profit maximization problem yields the following Lagrangian function:

L =
∞∑
t=0

βtλt

yEt (1−∆)

(
pGt
pEt

)−ε(pGi,t
pGt

)1−ξ

− wGi,tlGi,t − r
k,G
i,t k

G
i,t−1 −

φp
2

(
pGi,t

pGi,t−1
− π̄

)2

yGt +

+mcGi,t

AGi,t (kGi,t−1)α (lGi,t)1−α − yEt (1−∆)

(
pGt
pEt

)−ε(pGi,t
pGt

)−ξ
Again, FOC w.r.t. capital kGt yields:

rk,Gt = mcGt A
G
t α
(
kGt−1

)α−1
(lGt )1−α; (67)

FOC w.r.t. labor lGt :
wGt = mcGt A

G
t (1− α)

(
kGt−1

)α
(lGt )−α; (68)

FOC w.r.t. price pGt :

πGt
(
πGt − π̄

)
=β

[
λt+1

λt

yGt+1

yGt
πGt+1

(
πGt+1 − π̄

)]
+

ξ

φp

[
mcGt −

ξ − 1

ξ

]
(69)

Technology in both sectors evolves following an AR(1) process:

log(ajt ) = (1− ρa)log(āj) + ρalog(ajt−1) + eja (70)

where āj is the steady state level of technology and eja is a sector-specific exogenous produc-
tivity shock.
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3.2 Monetary authority and public sector

The monetary authority follows the same unconventional Taylor Rule as before (see equation
(43)), accounting for the relative variation of green-good and brown-good prices. Public
sector expenditure gt is financed both by lump-sum and emissions taxes, following the usual
AR(1) process:

gt = tt + τEt et + bt − (1 + rt−1) bt−1 (71)

Finally, the good-market clearing condition implies:

yt = ct + gt + it + zt +
φp
2
yGt (πGt − πt)2 +

φp
2
yBt (πBt − πt)2 (72)

Once again, the bond-market clears at bt = 0.

3.3 Environmental dynamics and policies

With regards to environmental regimes, three different policies are taken into consideration:

1. fixing the emissions tax (and as a consequence the abatement effort) to a constant value
(hereby Tax policy): τt = τ̄ ;

2. choosing an emission intensity target linked to output (Target policy): et = teyt;

3. defining a limit on emissions based on a fixed amount of pollution stock (Cap policy):
et = x̄(1− η)− erow.

In all the three cases, the emission tax represents the major instruments to offset the envi-
ronmental friction14.

3.4 Calibration

The model is calibrated at the quarterly frequency on the US, mainly relying on the parametriza-
tion already in use in the standard RBC and New Keynesian literature; climate module
parameters and steady-state values (such as the current atmospheric pollution stock, which
amounts to an average of 880 GtCO2 in 2021) are updated to the most recent available data
following Gibson and Heutel (2020)15 and Carattini et al. (2021). Calibrated parameters are
reported in table 1.

3.5 Impulse response functions in the E-DSGE model

The graphs below (from figure 3 to 6) show the responses of the endogenous variables to
various shocks when a standard Taylor is in place. For example, with a green technology
shock (figure 3) the green output’s price dynamic entails a delayed tightening monetary
policy: after an initial settlement, the slow return of both green and brown inflation to their
steady state boosts the increase in nominal interest rate. The consequence is a reduction

14When no climate policy is set instead, we simply shut down the environmental tax and the abatement
effort, such that τEt = µt = 0. In so doing, the public sector is not endowed with any policy instruments to
correct the distortion, and brown firms do not internalize their negative externalities, keeping producing at
the same pace regardless the amount of CO2 they emit. However, setting the emission tax equal to 0 distorts
the composition of the economy, as the value of the weighting parameter ∆ is affected by the value of the
tax, with a significant impact on the coefficients of the optimized monetary policy.

15In their work, Gibson and Heutel (2020) employ the updated version of Nordhaus’ DICE 2016R2 model
to estimate the parameters of damage, emissions and abatement cost functions.
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Table 1: Parameters value

Parameter Description Value Source
β Discount factor 0.995 RBC literature
ϕc Inverse elasticity of intertemporal sub. 1
ϕl Inverse Frish elasticity 2 Hassler and Krusell (2018)
ϕh Inverse elasticity of labor sub. btw sectors 2
ψ Disutility of work 20
δ Capital depreciation 0.025
φi Investment adjustment cost 2.48 Christiano et al. (2005)
ξ Elasticity of sub. btw intermediate goods 6 NK-DSGE literature
ε Elasticity of sub. btw brown and green goods 2 Carattini et al. (2021)
∆ Weight of brown good 0.5095 (to get x̄ = 880 GtCO2)
φp Price adjustment cost 58.2524 Ascari and Rossi (2012)
α Share of capital in production 1/3
d0 Damage function constant -0.0076 Gibson and Heutel (2020)
d1 Damage function linear parameter 8.1e-6
d2 Damage function quadratic parameter 1.05e-8
η Pollution decay rate 0.9965 Allen et al. (2018)
γ1 Shifter of emissions function 1
γ2 Emissions elasticity 0.4
θ1 Abatement cost function coefficient 0.074
θ2 Abatement cost function exponent 2.6
φB,Gπ Mon. pol. response to green/brown inflation 1.5
φπ Mon. pol. response to inflation 1.5
φy Mon. pol. response to output 0
ρa Persistence of TFP/cost-push shock 0.95
ρc Persistence of cost-push shock 0.8
ρg Public spending persistence 0.9
ρm Mon. pol. inertia 0.2
σB,Ga SD of sector-specific TFP shock 0.01
σB,Gc SD of sector-specific cost-push shock 0.01
σg SD of government expenditure shock 0.01
σm SD of monetary policy shock 0.01

in output growth (and more heavily in brown production) and a decrease in emissions; this
is stronger with an emission target policy, as this entails the highest increase in abatement
effort and emission tax. Similarly, with a brown technology shock (figure 4) the excess supply
of brown good -because of the more efficient production- boosts emissions and pollution stock
growth. The cap policy is the most beneficial in terms of reducing pollution but it is also the
most detrimental w.r.t. consumption.

Similar dynamics can be detected in the cost-push shock scenario: when the shock hits
the green sector (figure 5), green price increases and the clean production falls; since the two
inputs are not perfect substitutes, final good producers require also less of the brown input,
which in turns makes pBt decreasing. Brown production increases and consequently also
emissions; this leads in the cap regime to an increment of environmental tax and abatement
effort. The initial response of the central bank is to tighten its policy by increasing rt, which is
reflected in consumption trends and aggregate demand. Since policy coefficients here are not
optimized, but rather follow the standard symmetric response to price variation, the reaction
of monetary policy to a cost-push shock in the brown sector (figure 6) remains unchanged.
What varies instead is the emissions, as a shock in the polluting industry increases the
sectorial price, lowers the production and brings about lower emissions. Here again, as in
the case of a TFP shock in the green sector, a target policy is the most efficient from the
environmental perspective and the most expensive in terms of consumption (and welfare).
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Figure 3: Impulse response function to green TFP shock under different environmental poli-
cies.
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Figure 4: Impulse response function to brown TFP shock under different environmental
policies.
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Figure 5: Impulse response function to green cost-push shock under different environmental
policies.
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Figure 6: Impulse response function to brown cost-push shock under different environmental
policies.

3.6 Optimal monetary policy

We now derive the value of Taylor rule parameters that maximizes households’ welfare. In this
section we focus our attention on an economy with a fixed emissions tax (Tax policy regime).
Once again, even with the introduction of environmental externalities and climate policies
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in the model, optimal interest rate does not react to output gap variation φy = 0. For what
concerns inflation coefficients, the results here mirror those of the simple two-sector DSGE
model: very large value with a TFP shock, interior solution with a cost-push shock. In the
second scenario the optimal values of inflation gap reaction coefficients are now different from
those computed for the two-sector model. The introduction of the environmental friction and
climate policies induces an asymmetric response of monetary policy to the inflation variation
in the two sectors. The resulting new optimal coefficients are φGπ = 2.8 and φBπ = 2.6,
against a value of 3 for both parameters in the simpler DSGE model. Why are the optimal
reaction coefficients now different for the two sectorial inflation rates? The results suggest
that inflation in the brown sector and inflation in the green sector should be treated differently
by monetary policy, because their impact on income and households’ welfare is different. An
increase in the brown inflation rate – as a results of an expansion of costs – brings a contraction
in the demand for brown goods and a shift to the green production; this is of course beneficial
in terms of pollution and helps reducing the environmental damage. Because of this indirect
effect on the extent of damage, the monetary policy reaction is then more accommodative
with brown inflation than with green inflation, when both sectors are hit by the cost-push
shock. An important role here is also played by the degree of substitutability between the
two intermediate input. Given they are imperfect substitute and share the same weight in
the final good production function, their demand is not perfectly flexible with respect to
price variation. A price increase in one of the two sectors then, does not bring a sufficient
compensation in terms of production in the other sector. The result is a contraction also in
the final good production, labor and capital demand and consumption. Given the existence
of this trade off between reducing the emissions and preventing the aggregate income not
to fall too much, the reaction of monetary policy to the brown inflation increase cannot be
extremely accommodative.

This result suggests that the environmental friction in the E-DSGE model cannot be
completely offset by the employment of the emissions tax, but requires an additional policy
instrument, that is monetary policy16. Which can bring about a trade off between price
stability and environmental target. Results of this simulation are displayed in figure 7 below.

(a) TFP shock
(b) Cost-push shock

Figure 7: Optimal monetary policy, E-DSGE.

16This would be in line also with the Tinbergen rule, named after the economist Jan Tinbergen, according
to which policymakers trying to achieve multiple economic targets need at least one policy tool for each of
them. In this case there would be a multitude of instruments -monetary policy and emission tax- working in
tandem to achieve the environmental target of reducing polluting emissions.
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3.7 Sensitivity analysis

In this section, we investigate how the optimal monetary policy coefficients vary with the
value of important parameters in the model. The optimal coefficients are collected in table
2. First, we analyze the sensitivity to the elasticity of substitution between brown and green
goods ε. For the baseline case, ε equals 2 (low substitutability). When increasing this value
to 10 (highly substitutability), we observe an increase in the optimal value of the monetary
policy reaction to green inflation rate φGπ (see figure 8). When increasing the substitution
rate, a positive variation of brown good price due to a cost-push shock, for example, translates
into a higher variation of green good demand (w.r.t. the baseline case) and a less significant
drop in the aggregate production. Higher demand for the green input means also higher
price, requiring a more robust response to green inflation to stabilize price volatility.

The variation associated to a change in the weight parameter ∆ is instead more sizable
(see figure 9). With a very low weight on brown input (∆ = 0.2), the value of φBπ is about
twice that of φGπ . The reason is that the effect of a price increase in the dirty sector does not
induce a significant growth neither in the demand for the clean good, nor in the pollution
stock. So the trade off between stabilizing prices and limiting emissions is mitigated if not
entirely eliminated. The effect is reversed when brown input is predominant in the production
of the final good (∆ = 0.8). The only difference is that the overall reaction of monetary policy
to price variation in both sectors (given by the sum of φGπ and φBπ ) is lower with respect to the
previous case. Again here the different result is due to the trade off environmental damage-
price, which induces a more accommodative reaction of monetary policy to brown inflation.

We also note that reducing the utility discount factor β (from 0.995 to 0.90) breaks the
asymmetry observed between the two inflation coefficients in the optimal monetary policy
reaction function. A reduction in β implies a higher utility associated to present consumption
(and leisure) w.r.t. future one. Thus, the long-term effect of environmental degradation loses
its relevance.

Lastly, we explore how the Taylor rule coefficients vary with the (inverse) elasticity of
intertemporal substitution φc. What we observe is that both the coefficients associated to
the inflation rates increase together with the value of the parameter φc, maintaining also a
certain degree of asymmetry (φGπ > φBπ ). A higher value of φc (lower intertemporal elasticity)
means that consumption growth is not very sensitive to changes in the real interest rate set by
the monetary authority. Hence the reaction of monetary policy to the inflation gap volatility
is generally stronger, as it affects less the consumption habits (and so the welfare) of agents.

Table 2: Sensitivity analysis of optimal monetary policy coefficients, cost-push shock

Parameter Value φGπ φBπ
ε 2.0 2.8 2.6
– 6.0 2.8 2.6
– 10.0 3.0 2.6
∆ 0.5 2.8 2.6
– 0.2 2.6 5.0
– 0.8 5.0 2.2
β 0.995 2.8 2.6
– 0.90 4.2 4.2
– 0.999 2.8 2.6
φc 1.0 2.8 2.6
– 2.0 3.6 3.4
– 3.0 4.4 4.0
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Figure 8: Optimal monetary policy with high elasticity of substitution, cost-push shock

Figure 9: Optimal monetary policy with different intermediate inputs composition, cost-push
shock

(a) ∆ = 0.2

(b) ∆ = 0.8

4 Optimal monetary rule and welfare loss with asymmetric
shocks

What happens to the optimal Taylor rule coefficients when shocks hit asymmetrically the two
intermediate sectors? In order to assess the existence of differences in the monetary policy
reaction function between the two-sector DSGE and the E-DSGE, we assign the 2 shocks a
parameter Ω ∈ [0, 1] that identifies their weight in the green and brown sectors: with a value
equal to 0 the shock affects only the green sector, with a value of 1 only the brown sector.
The results of this simulation are displayed in figure 10 as follows: we plot the difference
between the policy coefficients φGπ −φBπ against the weight parameter Ω. As expected, in the
two-sector DSGE (solid blue line), the optimized parameters vary symmetrically with respect
to the shock weight and are equal (φGπ − φBπ = 0) when the shock hits both sectors with the
same intensity (Ω = 0.5). This is valid both with a technology (panel a) and a cost-push
shock (panel b). With an E-DSGE model, instead, the optimal response of monetary policy
is asymmetric, and the degree of asymmetry varies with the environmental regime in place.
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In the event of a cost-push shock, the strongest asymmetry can be detected for the Target
policy case (dash-dotted red line). When a TFP shock occurs, all the three regimes show
a similar behavior in magnitude. Only the case of the Cap policy with a cost-push shock
represents an exception: the Taylor rule coefficients are perfectly symmetric with respect to
Ω, although when the shock is polarized to one of the two sectors, the difference between the
coefficients is more subtle than that obtained with the 2-sector DSGE model. The reason
might be related to the fact that since such an environmental policy forces emissions’ growth
not to deviate from their steady state, the emission tax becomes sufficient as an instrument
to offset the environmental friction, such that it does not require an additional "boost" from
monetary policy.

In order to derive also a direct and meaningful interpretation of the results, we compute
households’ welfare variation expressed in percentage terms of steady state consumption
variation, or consumption equivalent (CE). The analysis is conducted comparing the welfare
gain/cost derived from the implementation of the optimized policy rule, in comparison to
a predetermined baseline policy (see Appendix A. for a full derivation). Both in the two-
sector DSGE and in the E-DSGE case, the baseline coefficients for inflation gap are set, in
accordance with the literature, equal to φGπ = φBπ = 1.5 and φy = 0. For the E-DSGE
model, we also compute the optimal monetary policy for each environmental regime, so
as to account for possible interaction between monetary and climate policies. The resulting
optimized parameters and welfare cost are displayed in table 3. Here we focus on the extreme
cases where the shock hits only one of the two intermediate sectors. The degree of asymmetry
in the optimal policy coefficients is almost unaltered when switching from a Tax to a Target
environmental regime. The only exception, as already explained before, is represented by
the case of a Cap policy with cost-push shock: here the optimal Taylor rule coefficients are
perfectly symmetric when the shock affects only one of the two sectors.

We can detect a common pattern in the two shock scenarios for the 3 environmental
regimes: the reaction of the interest rate to prices variation is stronger in the case where
a technology (cost-push) shock occurs in the brown (green) sector w.r.t. the green (brown)
one. So a weaker (stronger) reaction to positive (negative) inflation in the brown sector -when
asymmetric shocks hit the economy- is welfare optimal. In a broad sense, what emerges is
that when the shock induces an increase in the production and demand for brown goods
(e.g. TFP shock in the brown sector), the optimal reaction of monetary policy is to offset it
by reducing households willingness of consumption with a higher interest rate. Conversely,
a shock that favors the demand for green goods (e.g. a cost-push shock in the polluting
industry) brings a weaker reaction of interest rate. Why is this the case? Because a relative
increase (reduction) in the demand for green (brown) goods induces a reduction of polluting
emissions and environmental damage; which increases the net income left at disposal for
consumption and investment and, indirectly, contributes to the growth of households’ welfare
level.
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Figure 10: Optimal monetary policy, shock decomposition, two-sector DSGE vs E-DSGE
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Table 3: Policy parameters and welfare loss, sector-specific shocks, two-sector DSGE vs E-
DSGE

Model Shock φGπ φBπ Welfare cost (%)

Two-sector G-TFP 5.0 3.8 -2.3751e-05

– B-TFP 3.8 5.0 -2.3751e-05

– G-Cost push 4.0 5.0 -1.6799e-06

– B-Cost push 5.0 4.0 -1.6799e-06

E-DSGE Tax policy G-TFP 5.0 3.6 -2.8752e-05

– B-TFP 4.0 5.0 -2.1098e-06

– G-Cost push 4.4 5.0 -1.7932e-06

– B-Cost push 5.0 3.8 -2.2329e-06

E-DSGE Target policy G-TFP 5.0 3.6 -2.8968e-05

– B-TFP 4.0 5.0 -2.0887e-05

– G-Cost push 4.4 5.0 -1.8043e-06

– B-Cost push 4.8 3.4 -2.4248e-06

E-DSGE Cap policy G-TFP 5.0 3.6 -2.7981e-05

– B-TFP 4.0 5.0 -2.2308e-05

– G-Cost push 4.2 5.0 -1.8674e-06

– B-Cost push 5.0 4.2 -1.9359e-06

5 Conclusions

The relevance of climate change to economic stability has prompted all actors, including
central banks, to review their policies aimed at growth and stabilizing the business cycle. In
this paper we have investigated how environmental degradation and public policies aimed at
counteracting this phenomenon influence the conduct of monetary policy. In particular, we
have examined how the response of the interest rate (set by the central bank through a simple
rule-based policy) to sectorial price variations changes. To do this, we have developed a two-
sector New Keynesian DSGE model, to which we have added an environmental friction and a
climate module. Differentiating sectors with respect to their production costs and introducing
environmental elements into the model leads the interest rate to respond asymmetrically,
depending on which sector is hit by and the kind of shock (technological or cost). The
optimal Taylor rule parameters (in terms of welfare maximization), depend also on whether
the inflation variation is associated to a shortage in production – because of an increase
in production cost – or to an excess supply of a specific intermediate good -because of a
more efficient production-. An important policy implications for central banks is that an
asymmetric response to sectoral inflation can be welfare optimal, if this induces a relative
lower level of polluting emissions. Such is the case for example with the economy hit by a
cost-push shock: the shock hitting predominantly the green sector leads to an increase in the
demand for the brown good (given they are substitute) and emissions; the optimal reaction
of monetary policy is then to increase more than proportionally (with respect to the same
policy when the shock affects the brown industry) the nominal interest rate, so as to impede
an excessive growth of polluting production. In this way monetary policy not only targets
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inflation but also to some extent the emissions fluctuations.
The feasibility of such an asymmetric reaction by the central bank hinges on its ability to

identify the cause associated with the price change and to distinguish its sector of origin. As
stated in a recent speech by the economic historian Harold James, "not all price increases are
the same, and some are desirable (...)." (Harold 2021); this somehow would corroborate the
idea of a central bank supporting the ecological transition of the economy by accommodating
(more) the variation of "certain" prices, while impeding that of "others". While it may not
be easy to apply, such a non-standard monetary rule would provide additional support for at
least stabilizing emissions within the business cycle. This meets the need, identified by the
ECB, to include the impact of climate change in monetary policymaking and to revise such
policies with the intent of contributing to the ecological transition.

23



Bibliography

Acemoglu, Daron, Philippe Aghion, Leonardo Bursztyn, and David Hemous (Feb. 2012). “The
Environment and Directed Technical Change”. In: American Economic Review 102.1,
pp. 131–66. doi: 10.1257/aer.102.1.131.

Allen, Myles R., Opha Pauline Dube, and William Solecki (2018). Chapter 1: Framing and
Context. In: Global Warming of 1.5 °C an IPCC special report on the impacts of global
warming of 1.5 °C above pre-industrial levels and related global greenhouse gas emis-
sion pathways, in the context of strengthening the global response to the threat of climate
change. Intergovernmental Panel on Climate Change.

Annicchiarico, Barbara and Fabio Di Dio (2015). “Environmental policy and macroeconomic
dynamics in a new Keynesian model”. In: Journal of Environmental Economics and Man-
agement 69, pp. 1–21. doi: https://doi.org/10.1016/j.jeem.2014.10.002.

— (2017). “GHG Emissions Control and Monetary Policy”. In: Environmental and Resource
Economics 67, pp. 823–851.

Ascari, Guido and Lorenza Rossi (Mar. 2012). “Trend Inflation and Firms Price-Setting:
Rotemberg Versus Calvo”. In: The Economic Journal 122.563, pp. 1115–1141. issn: 0013-
0133. doi: https://doi.org/10.1111/j.1468-0297.2012.02517.x.

Blas, Javier (Jan. 10, 2022). “Greenflation Is Very Real and, Sorry, It’s Not Transitory”. In:
Bloomberg Opinion. url: https://www.bloomberg.com/opinion/articles/2022-01-
10/greenflation-is-a-crucial-step-in-the-energy-transition-central-banks-
take-note.

Calvo, Guillermo A. (1983). “Staggered prices in a utility-maximizing framework”. In: Journal
of Monetary Economics 12.3, pp. 383–398. issn: 0304-3932. doi: https://doi.org/10.
1016/0304- 3932(83)90060- 0. url: https://www.sciencedirect.com/science/
article/pii/0304393283900600.

Carattini, Stefano, Garth Heutel, and Givi Melkadze (Mar. 2021). Climate Policy, Finan-
cial Frictions, and Transition Risk. Working Paper 28525. National Bureau of Economic
Research. doi: 10.3386/w28525. url: http://www.nber.org/papers/w28525.

Chan, Ying Tung (Sept. 2019). “Optimal Environmental Tax Rate in an Open Economy with
Labor Migration—An E-DSGE Model Approach”. In: Sustainability 11.19, pp. 1–38. url:
https://ideas.repec.org/a/gam/jsusta/v11y2019i19p5147-d269532.html.

— (2020). “Are macroeconomic policies better in curbing air pollution than environmental
policies? A DSGE approach with carbon-dependent fiscal and monetary policies”. In:
Energy Policy 141, p. 111454. issn: 0301-4215. doi: https://doi.org/10.1016/j.
enpol.2020.111454. url: https://www.sciencedirect.com/science/article/pii/
S0301421520302068.

Chen, Chuanqi, Dongyang Pan, Raimund Bleischwitz, and Zhigang Huang (2020). The Opti-
mal Mix of Monetary and Climate Policy. MPRA Paper 97718. Munich Personal RePEc
Archive.

Christiano, Lawrence J., Martin Eichenbaum, and Charles L. Evans (2005). “Nominal Rigidi-
ties and the Dynamic Effects of a Shock to Monetary Policy”. In: Journal of Political
Economy 113.1, pp. 1–45. issn: 00223808, 1537534X. url: http://www.jstor.org/
stable/10.1086/426038.

Diluiso, Francesca, Barbara Annicchiarico, Matthias Kalkuhl, and Jan C. Minx (July 2020).
Climate Actions and Stranded Assets: The Role of Financial Regulation and Monetary

24

https://doi.org/10.1257/aer.102.1.131
https://doi.org/https://doi.org/10.1016/j.jeem.2014.10.002
https://doi.org/https://doi.org/10.1111/j.1468-0297.2012.02517.x
https://www.bloomberg.com/opinion/articles/2022-01-10/greenflation-is-a-crucial-step-in-the-energy-transition-central-banks-take-note
https://www.bloomberg.com/opinion/articles/2022-01-10/greenflation-is-a-crucial-step-in-the-energy-transition-central-banks-take-note
https://www.bloomberg.com/opinion/articles/2022-01-10/greenflation-is-a-crucial-step-in-the-energy-transition-central-banks-take-note
https://doi.org/https://doi.org/10.1016/0304-3932(83)90060-0
https://doi.org/https://doi.org/10.1016/0304-3932(83)90060-0
https://www.sciencedirect.com/science/article/pii/0304393283900600
https://www.sciencedirect.com/science/article/pii/0304393283900600
https://doi.org/10.3386/w28525
http://www.nber.org/papers/w28525
https://ideas.repec.org/a/gam/jsusta/v11y2019i19p5147-d269532.html
https://doi.org/https://doi.org/10.1016/j.enpol.2020.111454
https://doi.org/https://doi.org/10.1016/j.enpol.2020.111454
https://www.sciencedirect.com/science/article/pii/S0301421520302068
https://www.sciencedirect.com/science/article/pii/S0301421520302068
http://www.jstor.org/stable/10.1086/426038
http://www.jstor.org/stable/10.1086/426038


Policy. CEIS Research Paper 501. Tor Vergata University, CEIS. url: https://ideas.
repec.org/p/rtv/ceisrp/501.html.

Ferrari, Alessandro and Valerio Nispi Landi (2021). “Whatever it Takes to Save the Planet?
Central Banks and Unconventional Green Policy”. In: Bank of Italy Temi di Discussione
(Working Paper) 1320. doi: http://dx.doi.org/10.2139/ssrn.3827496.

Gibson, John and Garth Heutel (2020). Pollution and Labor Market Search Externalities Over
the Business Cycle. Working Paper 27445. National Bureau of Economic Research. doi:
10.3386/w27445. url: http://www.nber.org/papers/w27445.

Harold, James (June 2021). “Good Inlfation”. In: Project Syndicate. url: https://www.
project-syndicate.org/commentary/good-inflation-price-signals-can-improve-
behavior-by-harold-james-2021-06.

Hassler, John and Per Krusell (2018). “Environmental Macroeconomics”. In: Handbook of
Environmental Economics. Ed. by Partha Dasgupta, Subhrendu K. Pattanayak, and
V. Kerry Smith. Vol. 4. Amsterdam: Elsevier. Chap. 8, pp. 333–394.

Heutel, Garth (2012). “How should environmental policy respond to business cycles? Optimal
policy under persistent productivity shocks”. In: Review of Economic Dynamics 15.2,
pp. 244–264. issn: 1094-2025. doi: https://doi.org/10.1016/j.red.2011.05.002.

Howard, Peter H. and Thomas Sterner (2017). “Few and Not So Far Between: A Meta-analysis
of Climate Damage Estimates”. In: Environmental & Resource Economics 68.1, pp. 197–
225.

Kalkuhl, Matthias and Leonie Wenz (2020). “The impact of climate conditions on economic
production. Evidence from a global panel of regions”. In: Journal of Environmental Eco-
nomics and Management 103, p. 102360. issn: 0095-0696. doi: https://doi.org/10.
1016/j.jeem.2020.102360. url: https://www.sciencedirect.com/science/article/
pii/S0095069620300838.

Nordhaus, William D. (1977). “Economic Growth and Climate: The Carbon Dioxide Prob-
lem”. In: American Economic Review 67.1, pp. 341–346. issn: 00028282.

— (2010). “Economic aspects of global warming in a post-Copenhagen environment”. In:
Proceedings of the National Academy of Sciences of the United States of America 107.26,
pp. 11721–11726.

Nordhaus, William D. and Paul Sztorc (Oct. 2013). DICE 2013R: Introduction and User’s
Manual. Version Second. url: http://www.econ.yale.edu/~nordhaus/homepage/
homepage/documents/DICE_Manual_100413r1.pdf.

Rotemberg, Julio J. (1983). “Aggregate Consequences of Fixed Costs of Price Adjustment”.
In: American Economic Review 73.3.

Schmitt-Grohé, Stephanie and Martín Uribe (2007). “Optimal simple and implementable
monetary and fiscal rules”. In: Journal of Monetary Economics 54.6, pp. 1702–1725. issn:
0304-3932. doi: https://doi.org/10.1016/j.jmoneco.2006.07.002. url: https:
//www.sciencedirect.com/science/article/pii/S030439320600167X.

Smets, Frank and Raf Wouters (Sept. 2003). “An Estimated Dynamic Stochastic General
Equilibrium Model of the Euro Area”. In: Journal of the European Economic Association
1.5, pp. 1123–1175. issn: 1542-4766. doi: 10.1162/154247603770383415. url: https:
//doi.org/10.1162/154247603770383415.

25

https://ideas.repec.org/p/rtv/ceisrp/501.html
https://ideas.repec.org/p/rtv/ceisrp/501.html
https://doi.org/http://dx.doi.org/10.2139/ssrn.3827496
https://doi.org/10.3386/w27445
http://www.nber.org/papers/w27445
https://www.project-syndicate.org/commentary/good-inflation-price-signals-can-improve-behavior-by-harold-james-2021-06
https://www.project-syndicate.org/commentary/good-inflation-price-signals-can-improve-behavior-by-harold-james-2021-06
https://www.project-syndicate.org/commentary/good-inflation-price-signals-can-improve-behavior-by-harold-james-2021-06
https://doi.org/https://doi.org/10.1016/j.red.2011.05.002
https://doi.org/https://doi.org/10.1016/j.jeem.2020.102360
https://doi.org/https://doi.org/10.1016/j.jeem.2020.102360
https://www.sciencedirect.com/science/article/pii/S0095069620300838
https://www.sciencedirect.com/science/article/pii/S0095069620300838
http://www.econ.yale.edu/~nordhaus/homepage/homepage/documents/DICE_Manual_100413r1.pdf
http://www.econ.yale.edu/~nordhaus/homepage/homepage/documents/DICE_Manual_100413r1.pdf
https://doi.org/https://doi.org/10.1016/j.jmoneco.2006.07.002
https://www.sciencedirect.com/science/article/pii/S030439320600167X
https://www.sciencedirect.com/science/article/pii/S030439320600167X
https://doi.org/10.1162/154247603770383415
https://doi.org/10.1162/154247603770383415
https://doi.org/10.1162/154247603770383415


Taylor, John B. (1993). “Discretion versus policy rules in practice”. In: Carnegie-Rochester
Conference Series on Public Policy 39, pp. 195–214. issn: 0167-2231. doi: https://
doi.org/10.1016/0167-2231(93)90009-L. url: https://www.sciencedirect.com/
science/article/pii/016722319390009L.

26

https://doi.org/https://doi.org/10.1016/0167-2231(93)90009-L
https://doi.org/https://doi.org/10.1016/0167-2231(93)90009-L
https://www.sciencedirect.com/science/article/pii/016722319390009L
https://www.sciencedirect.com/science/article/pii/016722319390009L


Appendix

A. Optimal monetary policy: consumption equivalent variation

Optimal monetary policy is computed maximizing households’ utility function, and the wel-
fare variation is measured in terms of consumption equivalent, as follows:

W o
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∞∑
t=0

βtU((1−Υ)ct, lt) (73)
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t −W b
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Here Υ stands for the welfare cost of implementing a specific policy rule -denoted as optimal
(o)- vs the baseline (b) policy, in terms of CE.

B. E-DSGE steady state
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C. IRF to public expenditure and monetary shocks
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Figure 11: Impulse response function to public expenditure shock under different environ-
mental policies.
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Figure 12: Impulse response function to monetary shock under different environmental poli-
cies.
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