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Abstract

We explore potential unintended consequences of a new code of penal procedure

on criminal behavior. On November 2017, Uruguay switched from an inquisito-

rial system (where a single judge leads investigation and decides the appropriate

punishment for a particular crime) to an adversarial system (judges serve as ref-

erees to ensure the correct procedure, whereas investigation is led by prosecutors).

Using a regression-discontinuity design for the most common offenses reported in

Montevideo, this study finds a local and significant increase in the total number

of reports filed when the new adversarial code entered into force. Results show

an increase of 21-24 police reports per day, accounting for 23%-26% of the average

annual increase. The paper also discusses which conditions are required to use the

regression-discontinuity framework in applications where time periods both index

the units and function as the score variable.
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1 Introduction

On November 1st, 2017, a new code of penal procedure (CPP) entered into force in

Uruguay. The reform implied the end of the old inquisitive and written tradition, to give

rise to an accusatory, adversarial, oral and public criminal system. Under the old CPP,

the inquisitorial judge led investigation and decided the appropriate punishment for a

particular crime. Once the new penal procedure came into effect, judges began to serve

as neutral referees to ensure the correct procedure, whereas investigation is now led by

prosecutors. In other words, the investigation is exclusive responsibility of prosecutors

who, representing society, must carry evidence to judges. Judges will then decide what

evidence to admit into the record and what to exclude. This is the main reason why it

is often argued that the new adversarial system is more fair and less prone to abuse than

the old inquisitorial one.

Despite its advantages, the procedural reform could have triggered some unintended

consequences in terms of public safety for Uruguay. In fact, the number of police reports

substantially increased immediately after the adversarial criminal procedure code was im-

plemented. It is worth to notice that a criminal procedure neither defines the recognized

offenses nor fixes the corresponding penalties. However, Uruguay’s new CPP introduced

substantial changes to the adjudication process of the criminal law (e.g., plea bargain,

alternatives to oral trials, exceptional use of preventive detention) that have been widely

used by prosecutors and might result in lighter sentences. Moreover, prosecutors face

both a totally new role under the new legal system and a significant increase in their

workload. Meanwhile, the new CPP makes police officers conduct investigation under

new supervision, different rules and several issues in the implementation process; all sig-

nificant adjustments in the practice of policing that are expected to alter officer behavior

(Mummolo, 2018; Kronick, 2019). These changes resulted in several coordination prob-

lems between prosecutors and police officers during the first months of the adversarial
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system, potentially affecting the probability of detection and conviction. Therefore, the

sharp and sudden rise in police reports in November 2017 could have responded to changes

in both the severity and the certainty of punishments (Becker, 1968).

We employ a regression-discontinuity (RD) design to identify a local causal effect in the

immediate neighborhood of the date the new CPP came into effect. Our evidence suggests

that a change in the adjudication process of the criminal law may have unexpectedly

decrease public safety. We find evidence of a local causal effect of the implementation of

Uruguay’s new penal procedure on the number of crimes reported to police in Montevideo.

To be more precise, RD point estimates suggest a local increase of 21 to 24 police reports

per day due to the migration from an inquisitorial and written system to an accusatory,

adversarial, oral and public one. These results are heterogeneous across crimes and robust

to different local approximations, alternative kernel functions, data-driven bandwidth

selectors, placebo cutoffs and the local randomization approach to RD. More importantly,

these estimates are consistent with the view that legal codes are far from innocuous

(Acemoglu and Johnson, 2005).

This paper adds directly to the strand of the economics of crime literature document-

ing the impact of procedural law on delinquent behavior. Most of these empirical studies

have put the spotlight on the probability of detection and conviction, reporting results

consistent with our main findings (Atkins and Rubin, 2003; Dalla Pellegrina, 2008; Soares

and Sviatschi, 2010; Duŝek, 2015; Zorro Medina et al., 2020). For example, Atkins and

Rubin (2003) estimate a statistically and economically significant increase in the num-

ber of crimes in the United States after the Supreme Court imposed the “exclusionary

rule” in the 1960s. This legal rule prevents evidence obtained in violation of the Fourth

Amendment from being used in a court of law, increasing the cost of police investigation.

Dalla Pellegrina (2008) finds a positive effect of trial duration on crimes in Italy, support-

ing the hypothesis that a rise in probability of prescription increases the willingness to

offend. Similarly, Soares and Sviatschi (2010) show that more efficient courts in Costa
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Rica are associated with lower crime rates. Duŝek (2015) exploits a criminal procedure

reform in the Czech Republic and shows that simplified procedures incentivize police to

reallocate enforcement efforts toward crimes that have reduced enforcement costs.

Recent studies for South America report mixed results regarding the unintended con-

sequences on the probability of detection and conviction when an inquisitorial criminal

procedure code is replaced by an accusatorial system (Langer, 2007). On the one hand,

Zorro Medina et al. (2020) exploit the quasi-experimental implementation of the new crim-

inal procedure code in Colombia and document an increase in both violent and property

crimes. In spite of the fact the authors acknowledge that they are not able to identify the

actual mechanism behind their estimates, they suggest that the rise in property crimes

could respond to a decrease in probabilities of apprehension or detection due to the new

procedural regime. As it was discussed above, these results are in line with one of the main

predictions of Becker’s (1968) canonical model: rational offenders respond to the proba-

bility of conviction. On the other hand, Kronick (2019) documents a large effect on arrest

rates in Colombia (where the new penal procedure was rolled out in stages) and Venezuela

(where the new code was enacted nationwide): 40% and 80%, respectively. Contrary to

both Zorro Medina et al.’s (2020) estimates and Becker’s (1968) main predictions, none

of the countries experienced a jump in crime.

New penal procedures might also deter (encourage) crime by increasing (reducing)

the severity of associated punishments. In particular, these reforms have usually in-

troduced plea bargaining—among other trial-avoiding conviction mechanisms (Langer,

2021)—where defendants enter a guilty plea in exchange for potential sentence reduc-

tions or changes. Despite some exceptions (Abrams, 2011; Frazier et al., 2018), empirical

evidence supports the hypothesis that sentences of defendants who plead guilty are sig-

nificantly shorter than those of convicted at trial (Bushway and Redlich, 2012; Bushway

et al., 2014; Ulmer and Bradley, 2006; Ulmer et al., 2010). Regarding the effects of plea

discounts on criminal behavior, Zorro Medina et al.’s (2020) findings suggest that the
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increase in the number of convictions under Colombia’s new criminal procedure mostly

respond to guilty pleas rather than to trial sentences. According to the authors, this

mechanism would also explain the observed rise in crime in Colombia. As mentioned

above and further discussed later in the paper, our results could also respond to the fact

that criminals expect a less severe punishment due to new CPP’s trial-avoiding conviction

mechanisms.

Not only do new criminal procedures deter crime by affecting both the probability

of detection and conviction, and the severity of punishment, but they can also increase

or reduce crime control through more or less incapacitation.1 As Zorro Medina (2020)

documents, criminal procedural reforms caused a decrease in the pre-trial detention pop-

ulation in Latin America due to an increase in efficiency rather than higher human rights

protection. For example, Zorro Medina et al. (2020) speculate that the reported increase

in crime rates in Colombia could respond to stricter rules for requesting and imposing

preventive detention. Far from being the exception, the percentage of pre-trial prison

population in Uruguay decreased from 70% in 2015 to 20% in 2020 (Institute for Crime

& Justice Policy Research, 2021).

The rest of the paper is organized as follows. Section 2 provides institutional back-

ground information on the criminal procedure in Uruguay. Section 3 describes the data

on the offenses reported to police in Montevideo, whereas Section 4 discusses which condi-

tions are required to use the RD framework in applications where time periods both index

the units and function as the running variable. Section 5 presents the main results and

conduct several robustness checks. Section 6 discusses the potential mechanisms linking

the new CPP to an increase in the actual number of offenses.

1Additionally, we could consider deterrence due to the swiftness of the criminal procedure: offenders
discount future consequences of their behavior, including punishment (Listokin, 2007). See Zorro Medina
et al. (2020) for a discussion.
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2 Institutional Background

Uruguay has been one of the last countries in Latin America to reform its code of penal

procedure. A wave of reforms started in the early 1990s and included most of the countries

in the region with the exception of Brazil and Cuba, that still preserve their old systems

(Fandiño and González Postigo, 2020). As Langer (2007) argues, this generalized transi-

tion towards an accusatorial or adversarial system represents the deepest transformation

that Latin American criminal procedures have undergone in the last two centuries.

Latin America’s penal process used to be mostly governed by inquisitorial and written

systems that were originally adopted in either the 19th century or the beginning of the 20th

century. Langer (2007) notices that these systems generally shared two key characteristics

that were also present in the Uruguayan case. First, criminal procedures were divided

into two written phases: the pretrial investigation phase and the verdict and sentencing

phase. Given its written nature, the chief support of this process was a dossier compiled

by the judge and the police, including the evidence that would be evaluated during the

verdict phase. Second, the pretrial investigation was led by the judge. As Langer (2007)

explains, not only did the judge perform an investigatory and prosecutorial role, but also

an adjudicatory one. In few words, in the verdict phase a judge evaluated the evidence

collected by the same judge during the pretrial phase. Furthermore, investigation was

kept in secret from the defendant and pretrial detention was the norm rather than the

exception. The increasing recognition of human rights (1970s) and the transition to

democracy (1980s and 1990s) fueled the perception among local actors that minimum

due process standards were fare from met in Latin America (Maier and Struensee, 2000;

Langer, 2007).

With the advent of the accusatory, adversarial, oral and public system in Uruguay and

the rest of Latin America, regional criminal process has been resting on three well defined

stages: the formalization of the investigation, a preliminary hearing, and a trial phase
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(Fandiño and González Postigo, 2020). During the first procedural stage, the General

Prosecution Office has to decide to undertake criminal prosecution against the defendant

or not (i.e., the judicialization of the case). If the investigation was formalized, the second

procedural stage consists of a preliminary hearing aimed to discuss the outcomes of the

investigation conducted by the police and led by a prosecutor. Finally, there is a trial

phase where an oral and public discussion takes places for those cases that could not be

solved through an alternative outcome. As Fandiño and González Postigo (2020) notice,

Uruguay has a classic adversarial procedure where defense and prosecution arguments are

presented at a hearing.2

The implementation of Uruguay’s adversarial CPP was nowhere near immediate or

simple. In spite of the fact the new law of criminal procedure was passed on December

2014, it was not until November 2017 that the adversarial code came into effect.3 The

relevance and magnitude of such a reform made local authorities to take almost three

years to bring the new code into force. The adversarial system represented major changes

for several of the agents involved in the adjudication process of criminal law, in particular

prosecutors and police. As it was explained above, prosecutors play a total new role under

the adversarial system, relative to what they used to do under the old inquisitorial CPP.

In fact, they are now in charge of the criminal investigation, representing both a change

in their tasks and a significant increase in their workload.4 Regarding the police, the

adversarial systems make officers to conduct criminal investigation under both new rules

2This adversarial proceeding is used in several countries in Latin America, including Argentina, Chile,
Ecuador, Mexico and Uruguay. However, there are other two models used in Latin America: the bu-
reaucratic adversarial process (e.g., Costa Rica and Guatemala) and the written adversarial process (e.g.,
Brazil and Cuba). See Fandiño and González Postigo (2020) for a discussion.

3Law No. 19293, passed on December 19th, 2014.
4Since late 2017, the prosecutors’ union has expressed opposition to how the new CPP impacted

on their workload. For example, some prosecutors have reported to deal with several hundreds cases
simultaneously. As a result, not a few prosecutors have taken mental health days due to work-related
stress during the first year of the implementation of the new CPP. However, the highest point of tension
was reached on May 10th, 2019 when a prosecutor suffered heart attack and died at her office. For a
detailed coverage of all these events, please see Solomita (2019).
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and new supervision (i.e., a prosecutor instead of the judge assigned to the case).5

3 Data

We collect data on the offenses reported to police in Montevideo from the Ministry of

Interior of Uruguay.6 We first focus on the immediate years before and after the new

criminal procedure entered into force. Since the new CPP came into effect on November

1st, 2017, we start by building a two-year symmetric window from November 1st, 2016

trough October 31st, 2018. Table 1 reports the average number of crimes reported daily

to police during the defined timeline, as well as the corresponding figures for the years

before and after the switch to the new CPP. As it can be noticed, an average of 330

crimes were reported to police every day and just six crime categories account for almost

9 of every 10 reports processed in Montevideo: theft (≈ 46% of all offenses reported to

police), robbery (≈ 16%), domestic violence (≈ 10%), threat (≈ 7%), damage (≈ 6%)

and personal injury (≈ 3%).

[INSERT TABLE 1 HERE]

Table 1 illustrates a significant increase in the number of police reports in Montevideo

during the first year of the new CPP. When we compare the last year of the old inquisitorial

system to the first year of the new adversarial system, the total number offenses reported

daily to police increases in 93 incidents (from 284 to 377 per day). Not only is this

difference in the number of police reports statistically significant at the 0.01 level, but it

is also relevant in magnitude: it represents a 33% increase. This upward trend is also

reflected in the six most frequent crimes reported in Montevideo. Regarding property

crimes, the number of thefts, robberies and damages reported to police every day increased

5The new CPP represented a major change in police culture for several officers (“Polićıa deberá
ingeniársela para adaptarse al nuevo CPP”, 2017).

6Capital and largest city of Uruguay: 40% of Uruguay’s population live in Montevideo.
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by 33%, 49% and 43%, respectively. In spite of the fact the reports on the most frequent

crimes against the person (i.e., domestic violence, threat and personal injury) exhibited

more modest increases (i.e., 5%-15%), the rise is also statistically significant at the 0.01

level. However, these preliminary results are suggestive but not conclusive evidence that

Montevideo’s crime wave responds to the modifications suffered by Uruguay’s criminal

process.

When we visually inspect the data, it could be argued that the increase in police reports

was strongly associated to the implementation of a new penal procedure. Figure 1 plots

the number of times per day these six incidents were reported to police in Montevideo

for our complete data set (i.e., January 2014 trough June 2019), highlighting the date the

new CPP entered into force. According to the graph, a sudden increase in the number of

reports takes place immediately after the new penal procedure was implemented.

[INSERT FIGURE 1 HERE]

When we look at specific types of crime (Figure 2, Plots (a) to (f)), the pattern

displayed in Figure 1 seems to be mainly driven by property crimes: theft, robbery and

damage. The pattern is not that clear for crimes against the person. However, we will

need to be more careful when collecting visual evidence on the discontinuities generated

by the implementation of the adversarial system.

[INSERT FIGURE 2 HERE]

4 Research Design

Our goal is to evaluate the effect of Uruguay’s new CPP on the number of crimes reported

to the police in Montevideo. In our setup, multiple cross-sectional units are observed

in multiple time periods, a treatment is introduced at the same time for all units, and

inferences are based on a before-and-after comparison. This setup shares the basic features
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of event study (ES) designs in finance (MacKinlay, 1997) and interrupted time-series (ITS)

designs in program evaluation (St. Clair et al., 2016). Common analyses of this kind of

design are based on linear panel data models where the outcome for unit i in period t is

regressed on a unit’s fixed effect, a time fixed effect, time trends, unit-level covariates, and

time-indexed treatment indicators (see, for example, Duggan et al., 2016; St. Clair et al.,

2014). These estimation strategies are valid under appropriate parametric assumptions.

4.1 A Regression Discontinuity Framework for ES/ITS Designs

Instead of using regression-based models, we apply recent developments in the method-

ological literature of regression discontinuity (RD) designs to ES/ITS designs. These tools

allow us to define a local causal parameter, avoid parametric assumptions, and specify

the required assumptions for identification in terms of potential outcomes rather than

estimating equations.

The standard RD design is a cross-sectional setting where all units receive a score (also

known as the running variable), and a treatment is assigned based on whether this score

exceeds a known, fixed cutoff: all units whose score is above the cutoff are assigned to

the treatment condition, and all units whose score is below it are assigned to the control

condition. In the so-called sharp RD design, compliance with the treatment assignment

is perfect, so that all units above the cutoff receive the treatment and none of the units

below the cutoff receive it. In the so-called fuzzy RD design, compliance with treatment

assignment is imperfect, and there may be treated and untreated units both above and

below the cutoff. For a practical introduction to standard RD designs, see Cattaneo et al.

(2020).
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4.2 A Review of Standard Cross-Sectional RD Setup

We start by briefly reviewing the standard RD setup, which we then modify to accom-

modate the ITS/ES design. In the standard cross-sectional RD design, there are n units,

indexed by i = 1, . . . n, and every unit receives a score Si. The treatment indicator is

denoted by Di, and is assigned based on the score Si according to the sharp RD rule

Di = 1 (Si ≥ c) =


0 if Si < c

1 if Si ≥ c,

where c is the cutoff, and 1 (·) is the indicator function.

Each unit i is assumed to have two potential outcomes, Yi(1) and Yi(0), that capture

the two possible outcomes under the treated and untreated conditions, respectively.

The random variable that captures the individual “treatment effect” for unit i is

defined as the difference between both potential outcomes,

τi = Yi(1)− Yi(0).

Since all units with scores above the cutoff are treated and all units with scores below

the cutoff are untreated, the observed outcome is given by

Yi = Yi(1) ·Di + Yi(0) · (1−Di) =


Yi(0) if Di = 0

Yi(1) if Di = 1.

The observed data is {Yi, Di, Si}ni=1, which we assume to be an iid random sample from a

larger population. Only one of the potential outcomes is observed for each unit, leading

to the the fundamental problem of causal inference (Holland, 1986). The classic RD

design addresses this fundamental problem by comparing treated units that are “slightly
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above” the cutoff to control units that are “slightly below”. The intuition is that, under

appropriate assumptions, a relatively small window around the threshold will contain

units that, on average, will be similar in terms of observed and unobserved characteristics,

except for the treatment condition. By this rationale, the units slightly above the cutoff

would have the same outcome as the units slightly below, if they were under the control

condition.

4.3 Local Randomization vs. Continuity-Based Approaches

We review two different approaches to the analysis and interpretation of RD designs in

the cross-sectional setting: the continuity-based approach, first formalized by Hahn et al.

(2001) and discussed in Imbens and Lemieux (2008) and more recently in Cattaneo et al.

(2020), and the local randomization approach, first formalized by Cattaneo et al. (2015)

in a Fisherian randomization framework and discussed more recently by Cattaneo et al.

(2021). These two frameworks are discussed in the review by Cattaneo et al. (2017).

The continuity-based approach seeks to approximate unknown regression functions

based on smoothness conditions. Define the conditional expectation functions

µ1(s) = E [Yi(1)|Si = s]

µ0(s) = E [Yi(0)|Si = s] ,

and the observed regression function

µ(s) = E [Yi|Si = s] =


µ1(s) if s ≥ c

µ0(s) if s < c.
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The conditional average treatment effect given Si is

τ(s) = E [Yi(1)− Yi(0)|Si = s] = µ1(s)− µ0(s).

The continuity-based framework defines its target parameter as the average treatment

effect at the cutoff, τ(c), and relies on the assumption that µ1(s) and µ0(s) are continuous

on the score at the time cutoff, s = c.

Assumption 1: Continuity. The functions µ1(s) and µ0(s) are continuous on

the score s at the cutoff c: lims→c µi(s) = µi(c) for i = 0, 1.

Under this assumption, τ(c) is identifiable (Hahn et al., 2001) by

τ(c) = lim
s↓c

µ(s)− lim
s↑c

µ(s).

An alternative framework is provided by the local randomization approach. Instead of

relying on the continuity of µ0(s) and µ1(s), this approach assumes that the treatment is

randomly assigned in a small neighborhood of the threshold. The parameter of interest in

this framework is different from τ(c), because interest lies not on the average treatment

effect at the cutoff point, but rather on the average treatment effect on a small interval or

window around the cutoff. Let Wc be a window around c, defined by Wc = [c− h, c+ h]

for h > 0. The local randomization parameter of interest is

τ(Wc) = E [Yi(1)− Yi(0)|Si ∈ Wc]

Cattaneo et al. (2015) identify two conditions that must hold in a neighborhood of the

cutoff for this local randomization interpretation: first, the distribution of the score cannot

depend on the potential outcomes; second, the score can affect the potential outcomes

only via the treatment, but not directly. We state these conditions below.
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Assumption 2: Local Randomization. There exists a neighborhood Wc =

[c− h, c+ h] such that for all i with Si ∈ Wc:

(a) E[Yi(1)|Si = s, Si ∈ Wc] = E[Yi(1)|Si ∈ Wc], and

E[Yi(0)|Si = s, Si ∈ Wc] = E[Yi(0)|Si ∈ Wc].

(b) Yi(1, s) = Yi(1) and Yi(0, s) = Yi(0) for all s.

The first condition formalizes the idea that the score can be considered as good as ran-

domly assigned near the cutoff, requiring the that conditional expectation of the potential

outcomes given that the score is in the window Wc is not a function of the particular value

that the score takes inside this window. The second assumption is an exclusion restriction

requiring the potential outcomes be affected only by placement above or below the cutoff,

but not by the score itself. Note that this exclusion restriction was explicitly adopted

in the notation we used above for the continuity-based framework. However, because

the continuity-based parameter of interest is the average treatment effect at a point, this

condition is not truly required or binding, because even if the score affects the potential

outcomes directly, the parameter of interest fixes the score at the single value c in both

regression functions.

Under the local randomization assumption, we have

τ(Wc) = E [Yi|Si ≥ c, Si ∈ Wc]−E [Yi|Si < c, Si ∈ Wc]

and we can estimate the effect by averaging the observed outcomes in a window around

the cutoff c.

4.4 RD Designs with Time as Running Variable

The ES/ITS setup introduces a time dimension. The same cross-sectional units are ob-

served in multiple time periods indexed by t, with t = 1, 2, . . . , t, and the treatment goes
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into effect at a precise and known moment in time. For example, in our application, the

new CPP begins precisely at 12:00 AM on November 1st, 2017. An important feature of

this assignment is that the treatment is “triggered” at the same specific moment for all

units, t0, so that all periods before t0 are untreated and all periods after t0 (including it)

are treated.

We modify our notation above to accommodate the time dimension. The potential

outcomes under treatment and control for period t are, respectively, Yi(1, t) and Yi(0, t).

The moment in time when treatment was into effect is denoted by t0. The treatment

indicator is now denoted by Di(t), defined by

Di(t) =


0 if t < t0

1 if t ≥ t0.

We can therefore define the score, denoted by Si(t), as

Si(t) = t− t0,

which normalizes the cutoff to zero and leads to the RD treatment assignment rule Di(t) =

1 (Si(t) ≥ 0). Since the treatment is assigned at the same time for all units, Di(t) and

Si(t) are constant for all i for a given t. We can therefore drop the i subscript and

write D(t) and S(t). Moreover, because all units are observed in every period, the time

variable is discrete and has “mass points”—for every time period t, t = 1, . . ., there are n

cross-sectional observations that share the same value of the score S(t).

We define the parameter of interest as

τ = E[Yi(1, t)− Yi(0, t) | S(t) = 0] = E[Yi(1, t)− Yi(0, t) | t = t0]

In order to be able to identify τ , we need the average untreated potential outcome the
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day the treatment becomes effective to be the same as the average untreated potential

outcome the day before.

Assumption 3: ES/ITS Local Randomization.

E[Yi(0, t)|S(t) = −1] = E[Yi(0, t)|S(t) = 0].

Although Assumption 3 is strong, it is weaker than the standard local randomization

condition in Assumption 2. When time is a discrete variable, a local randomization

approach does not require to focus on a neighborhood or window around the cutoff;

instead, we can focus on the discontinuity point t = t0, just like in a continuity-based

analysis. When we define the parameter of interest as τ , we do not need to invoke the

exclusion restriction in Assumption 2(b) because both expectations are conditional on

t = t0. Assumption 3 alone is sufficient to achieve identification of our parameter of

interest, τ :

E[Yi(t) | S(t) = 0]−E[Yi(t) | S(t) = −1] = E[Yi(1, t) | S(t) = 0]−E[Yi(0, t) | S(t) = −1]

= E[Yi(1, t) | S(t) = 0]−E[Yi(0, t) | S(t) = 0]

= τ

In our application, t0 is November 1st, 2017 and time periods are measured in days. This

means that E [Yi(0, t)|S(t) = −1] is the expected untreated potential outcome on October

31st, 2017, one day before the treatment is introduced, and E [Yi(0, t)|S(t) = 0] is the

average untreated potential outcome the day after, November 1st, 2017.

The local randomization framework interprets the choice of the particular date when

the treatment is introduced as random. In other words, Di(T ) is the treatment indicator

for unit i, and this depends on the random variable T that denotes the date when the

treatment becomes effective. In our local randomization interpretation, the cutoff t0 is the

realized value of the random variable T . And in general, we imagine that the event T = t
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is random. But this is simple a heuristic device, as Assumption 3 does not restrict the

assignment mechanism but rather imposes the comparability condition that is needed.

Note that given Assumption 3, our definition of our treatment effect of interest τ at

t0, and the assumption that we have n units for every time period, estimation can proceed

using only observations for two periods: t0 and t0 − 1. Often, however, researchers have

access to many prior periods before the cutoff. We now discuss how this information can

be used to both asses the plausibility of Assumption 3 and relax it.

4.5 Time Confounders

If another variable changes discontinuously between t0 − 1 and t0, Assumption 3 will not

hold. In our crime application this can happen, for example, if t0 − 1 falls on a Sunday

and t0 on a Monday, and the average number of crimes on Sunday might be higher than

on Monday due to higher crowds during the weekend.7 In particular, this day-of-the-week

effect is very common in event studies (e.g., C-section births versus vaginal births).

Although a direct test of this assumption is not feasible, its plausibility can be inves-

tigated using prior periods. Let f(t) be a function that for every date t returns the day of

the week associated with t, and F a random variable that indicates which day of the week

occurs. To test whether there is a potential bias due to time confounders, we estimate

E [Yi(0, t)|F = f(t0)]− E [Yi(0, t)|F = f(t0 − 1)]

using data from the multiple prior periods available in the dataset prior to t0− 1, that is,

{Yi(t)}t≤t0−2. We consider two different strategies to evaluate the plausibility of Assump-

tion 3. In Section 5.5, we conduct robustness exercises by employing alternative cutoffs

under the local-randomization approach for the following calendar effects: (i) on Novem-

7Crimes generally form daily and weekly patterns. For empirical evidence and a discussion regarding
the temporal concentration of crime, see Prieto Curiel (2021).
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ber 1st but for adjacent years (i.e., potential turn-of-month effect), and on the same day

of the week but for adjacent months (i.e., potential day-of-the-week effect).

5 Estimation Results

Treatment is given by the implementation of the new CPP and begins when the score,

S(t) = t−t0, reaches zero, that is, when t is equal to the cutoff t0 = {12AM, 11/01/2017}.

The cornerstone of this quantitative method is the ability to compare dates that are close

enough to both sides of that temporal threshold. In our case, the key identification

assumption would imply that offenses, Yt, dated November 1st, 2017 and October 31st,

2017 were reported under identical conditions except for the treatment status: only the

former of the two will be prosecuted following the rules of the new adversarial system.8

We start by defining the continuity-based RD treatment effect at the temporal thresh-

old is

τ(0) = E [Yi(new CPP, t)− Yi(old CPP, t)|S(t) = 0] .

We estimate this parameter with low-degree local polynomials, as suggested by the

literature (Cattaneo et al., 2020; Gelman and Imbens, 2019).

5.1 Visual Evidence

Exploratory data analysis is key to provide a transparent validation of our RD design.

Following Calonico et al. (2015), Figure 3 presents RD plots that approximate the under-

lying variance of the data based on an evenly-spaced binning method. This data-driven

selector avoids subjective and less reliable benchmarks for graphical analysis. Plots (a)

to (d) illustrate different RD plots when the population conditional expectation functions

8Since we are using the number of police reports as the best available proxy for the actual number
of committed crimes, we also need to assume that the propensity to report crimes did no change due to
the new crime-related policy. This is an usual identification assumption researchers make when working
with this type of data.
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are approximated by global polynomials of order zero to order three, respectively.

[INSERT FIGURE 3 HERE]

The different approximations suggest the presence of a discontinuity at the thresh-

old. In other words, even when we increase the order of the global polynomial used to

approximate the conditional expectation functions, we observe a jump when the running

variable takes the cutoff value. This visual evidence indicates a jump (i.e., an increase

in the number of police reports for the six most frequent crimes in Montevideo) due to

treatment (i.e., a switch from an inquisitorial penal procedure to an adversarial one),

rather than a nonlinearity in the counterfactual conditional mean function.

5.2 Continuity-Based Approach: Estimates

Table 2 exhibits our main RD estimation results using the continuity-based framework.

We compute the local treatment effect, τ̂ , by employing a local-linear approximation of

the conditional expectation functions and a triangular kernel. For inference, we use robust

bias-corrected confidence intervals (Calonico et al., 2014, 2017).

[INSERT TABLE 2 HERE]

We start by reporting global linear estimates; Columns (i) and (ii) present the results

for the largest available symmetric window around the cutoff and a two-year bandwidth

also centered at the cutoff, respectively. According to these estimations, there is an average

treatment effect of 50-61 crimes per day due to the implementation of the migration to

an adversarial penal system. As discussed above, however, these global estimates do not

enjoy desirable properties when the effect of interest is local.

To implement local polynomial methods, we select the bandwidth, ĥ, following recom-

mendations by Cattaneo et al. (2020), who suggest the use of two data-driven procedures:
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the MSE-optimal and the CER-optimal bandwidths. The mean squared error (MSE) cri-

terion is the most widely used procedure and its goal is to balance the tradeoff between

bias and variance of RD point estimators, τ̂ . These bandwidths are optimal for point

estimation. Meanwhile, CER-optimal bandwidths minimize the coverage error probabil-

ity of confidence intervals. To be more precise, given an α-level confidence interval for a

parameter associated with τ̂ , the CER-optimal procedure makes the coverage probability

as close as 1−α as possible. These bandwidths are optimal for inference. Panel A shows

the results when we use a local-linear method and triangular kernel, for MSE and CER-

optimal bandwidths. Columns (1) and (2) present the results for a symmetric bandwidth

(i.e., the same number of observations before and after the cutoff), whereas columns (3)

and (4) report results when the data-driven procedures employ different selectors at both

sides of the threshold (i.e., different number of observations before and after the cutoff).

Results show an increase of 21-24 police reports per day at the moment the new CPP

entered into force, accounting for 23%-26% of the average annual increase of 93 police

reports per day (Table 1). All the results are statistically significant at the 0.05 level.

5.3 Continuity-Based Approach: Robustness

This section of the paper is devoted to robustness analysis. We will present results com-

parable to those in Panel A of Table 2 but modifying some of the key ingredients of our

RD design: local approximation methods, kernel functions, control variables and placebo

cutoffs. We also report the RD estimation results but using the above discussed local

randomization framework. As it will be noticed, the conclusions of the paper survive the

different estimation results presented in the current section.

20



(a) Polynomial Order

Table 2 presented RD point estimates that result from fitting a local-linear polynomial.

In order to show robustness to the polynomial order, we will also show results using local

constant and local quadratic polynomials.9

[INSERT TABLES 3 AND 4 HERE]

According to Tables 3 and 4, the results remain qualitatively unchanged when we

change the method we use to approximate the conditional expectation functions within

the selected bandwidths. Except for the case of the local-quadratic method under a

CER-optimal bandwidth with two selectors, all the RD point estimates are positive and

statistically significant for estimators with robust bias-corrected confidence intervals. As

expected, the lower the degree of the local polynomial, the larger the magnitude of the

point estimate. However, the first two columns of Panel B in Tables 3 and 4 exhibit

coefficients that are both statistically significant and comparable in magnitude to those

in the respective columns of Panel A.

(b) Kernel Function

The kernel function assigns non-negative weights to each observation t based on the

distance between its score, St, and the cutoff, c. In spite of the fact that the triangular

kernel exhibits desirable asymptotic optimality properties, there are other alternatives to

be considered. Tables 5 and 6 replicate the estimations for the same local-linear method as

in Table 2, but employing different kernel functions: Epanechnikov and uniform. Whereas

the triangular and Epanechnikov kernels give linear and quadratic decaying weight to

observations within interval, using a uniform kernel is similar to estimating a simple

9Third and higher-order polynomials in RD analysis suffer from well known problems, see Gelman and
Imbens (2019).): (i) noisy estimates (i.e., weights with unattractive properties), (ii) results sensitive to
the degree of the polynomial (without a method for choosing the order in a way desirable for the causal
inference), and (iii) the coverage of the confidence intervals is usually poor (i.e., fail to include zero with
high probability).
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linear regression without weights for the observations within the bandwidth of size h. As

expected, the results are not very sensitive to the selection of the kernel function.

[INSERT TABLES 5 AND 6 HERE]

(c) Placebo Cutoffs

A very standard and useful falsification test consists in analyzing treatment effects at

artificial cutoff values. Recall that the RD design relies in the assumption of lack of

abrupt changes in the regression functions at the cutoff in the absence of treatment. Since

it is impossible to test that key assumption, we could alternatively test if the estimable

regression functions are continuous away from the cutoff. Finding that these functions are

not continuous at points other than the cutoff would cast doubts on our RD design. We

set placebo cutoffs 30, 45, 60 and 75 days before and after the actual threshold.10 Tables 7

and 8 present the results for different artificial cutoffs when we use a linear method, a

triangular kernel and a MSE-optimal bandwidth, and a linear method, a triangular kernel

and a CER-optimal bandwidth, respectively. As expected, none of the RD point estimates

are statistically significant.

[INSERT TABLES 7 AND 8 HERE]

5.4 Local-Randomization Approach: Estimates

As explained above, we can also adopt the local-randomization approach to RD when

the time invariance assumption holds. A crucial step is always to define the window Wc

where the local randomization framework will be invoked. In order to chose the size of

Wc in a data-driven way, we could take advantage of the information provided by relevant

covariates and conduct a balance test comparable to those implemented in randomized

10Artificial cutoffs are set at least one month away from the actual cutoff so we have a minimum of
thirty observations on each side of the placebo cutoff. These falsification tests include observations from
only one side of the real cutoff.
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control trials. However, this approach requires the econometrician to know at least one

of those covariates, something that is not always feasible. Alternatively, we can exploit

the temporal dimension of our RD design and use the most frequent incidents reported

to police in Montevideo (i.e., theft, domestic violence and robbery; almost 75% of the

total) exactly a year before the new CPP entered into force (i.e., around November 1st,

2016). We set a standard significance level of α∗ = .15 and start with a symmetric window

that has at least 10 observations on either side of the 2016 cutoff. According to plot (a)

in Figure 4, the minimum p-value is above 0.15 for all windows smaller than [-22, 22],

rapidly decreasing to zero for windows of 50 units or more. As expected, plot (b) shows

that we never fail to reject the null hypothesis that both sides of the different windows

are balanced when we conduct the same tests but for the relevant cutoff.

[INSERT FIGURE 4 HERE]

Table 9 reports the estimation results for both the Fisherian (finite sample) and the

Neymann (large sample) inference approaches. In the first column we have the difference-

in-means for the data-driven window, W ∗
c = [−22, 22]. The local treatment effect is

26.364, considerably similar to the continuity-based local linear point estimates that were

reported in Table 2 (from 21.5 to 24.0 police reports). We are able to reject the null

hypothesis that the new CPP has of no effect on the number of police reports at 0.01

level, using both the Fisherian and the Neyman inference approaches. In columns (3) to

(4) we repeat the estimation but for narrower windows and the obtained results are both

comparable in magnitude and statistically significant.

[INSERT TABLE 9 HERE]

5.5 Local-Randomization Approach: Robustness

As it was discussed in Section 4, the local-randomization framework assumes the temporal

threshold when the treatment is introduced, t0, to be random. Assumption 3 does not
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restrict the assignment mechanism but rather imposes the comparability condition that is

needed. In other words, if something different from the treatment changes discontinuously

between t0 − 1 and t0, Assumption 3 will not hold. We test for two different calendar

effects in order to evaluate the plausibility of this assumption.

We start by considering the 62 neighborhoods of Montevideo as our units of analysis.

So far we have considered the city as a whole, hence the one-to-one relationship between

the sample size and the width of the temporal window, Wc, around the cutoff. This new

approach allows us to get arbitrary close to the threshold without dramatically decreasing

the size of our sample.

Figure 5 reports the main estimation results. We start with a five-day bandwidth on

either side of the cutoff and then we increase it by five days until we have a sixty-day

bandwidth on either side. Reported differences in means range from 0.20 to 0.65 incidents

a day. Since this the local treatment effect in police reports for the average neighborhood,

these results are equivalent to 12-40 reports per day for the entire city of Montevideo.

As expected, these results are in line with those reported in Table 9. For instance, when

we set a twenty-day bandwidth on either side of Wc we get an estimate of 0.4 for the

average neighborhood and 25 for the city, comparable to the 26.4 reported in column (2)

of Table 9.

[INSERT FIGURE 5 HERE]

(a) Turn-of-Month Effect

We repeat the exercise reported in Figure 5 but for the first day of November in 2016, 2018

and the 2016-2018 period. Results are reported in Figure 6 and in line with Assumption

3. It is worth noticing that these estimates are well below those reported in Figure 5 and

not statistically different from zero in most of the cases.

[INSERT FIGURE 6 HERE]
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(b) Day-of-the-Week Effect

The day on November 1st, 2017, was a Wednesday. In order to rule out a potential

bias due to weekly patterns in crime, we repeat the analysis for the first Wednesdays in

October and December during the five years prior to the implementation of the new CPP

(i.e., 2012-2016). Results are reported in Figure 7. In spite of the fact that there seems

to be a calendar effect associated with the first Wednesday in October, results are well

below those reported for November 1st, 2017 (see Figure 5). On the other hand, difference

in means are negative for the first Wednesday in December. According to these results,

Assumption 3 also seems plausible.

[INSERT FIGURE 7 HERE]

6 Policy Discussion

Continuity-based RD point estimates suggest a local increase of 21 to 24 police reports

per day due to the migration from an inquisitorial and written system to an accusatory,

adversarial, oral and public one (see Figure 8). In spite of the fact that a criminal

procedure will neither define the recognized offenses nor fix the corresponding penalties,

our evidence suggests that a change in the adjudication process of the criminal law could

unexpectedly decrease public safety. In fact, this increase in the number of police reports

was not anticipated as a potential consequence of the implementation of the new CPP

in Uruguay. Our findings are consistent with those of Zorro Medina et al. (2020), who

document that the procedural reform in Colombia caused an increase in overall crime of

22%-34%.11 In contrast to their study, our design allows us to identify local effects in

narrower periods of time (i.e., a few weeks).

11As it was discussed before, the previous empirical evidence also finds that these reforms can be associ-
ated with lower crime rates due to a reduction in the procedural length. For examples, see Dalla Pellegrina
(2008) for Italy, Soares and Sviatschi (2010) for Costa Rica, and Duŝek (2015) for Czech Republic.
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[INSERT FIGURE 8 HERE]

These results could respond to both more lenient punishments and lower probability

of being caught and punished, see Becker (1968). First, the new adversarial system seems

to produce less severe penalties than the old inquisitorial one. In this case, the new CPP

introduces procedural alternatives to oral trials that may result in lighter sentences and

have been widely used by prosecutors. In fact, they were employed in 90% of solved

cases.12 Procedural alternatives help lawyer and defendant to resolve their case faster

and face more lenient sentence, while public prosecutors avoid lengthy and demanding

criminal trials. Moreover, preventive detention (i.e., while the process lasts until there is

a sentence) ceased to be the norm, as was the case under the inquisitorial system (we will

return to this point). Therefore, some criminals would expect a less severe punishment

if they were caught. Second, the new legal system could represent a lower probability of

conviction. Prosecutors face (i) a totally new role under the new legal system, and (ii) a

significant increase in their workload. Recall that under the inquisitorial system, the judge

leads the investigation and decides the appropriate punishment, whereas judges serve as

neutral referees under the adversarial penal procedure. Consequently, the investigation

is exclusive responsibility of prosecutors who must carry evidence to judges. Moreover,

the police conducts investigation under new supervision (prosecutors instead of judges),

different rules and several issues in the implementation process (at least during the first

months of the new CPP).

Figure 9 provides some visual evidence in line with the hypothesis that Uruguay’s

switch from an inquisitorial to and adversarial system has been far from innocuous in terms

of crime incentives. For the first time in more than a decade, the average number of people

in prisons decreased in 2018, from 11,005 to 10,179 inmates (i.e., a 7.5%). According to

12Most of these solved cases are the result of the use of the abbreviated process (i.e., a type of plea
bargaining introduced by the new penal procedure) that implies an agreement between defendant and
prosecutor whereby the former pleads guilty to a particular charge in return for a more lenient sentence
from the prosecutor.
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Chart (a), this sharp reduction in prison population starts with the implementation of

the new penal procedure and contrasts with the already documented sudden rise in the

number of crimes reported to police. Meanwhile, the number of criminal imputations

(i.e., the number of formal accusations made by public prosecutors) also experienced a

strong month-to-month decrease in November 2017, from 1,001 to 584 cases (i.e., a 42%

reduction). Chart (b) illustrates the evolution of imputations relative to police reports.

As it can be noticed, the average ratio for the first two months of the new CPP is 3.2%

(i.e., November and December 2017), well below the corresponding figure for the rest of

2017 and the last months of the old CPP: 5.9%.

[INSERT FIGURE 9 HERE]

The change in the criminal procedure could also impose heterogeneous effects across

different types of offenses. To be more precise, less severe crimes could have increased

due to a change in the crime incentives (i.e., less deterrence), but also responding to

an increase in the number of active criminals (i.e., less incapacitation). The reduction

in prison population could be particularly explained by the new constraints imposed on

the use of preventive detention by prosecutors.13 As mentioned above, preventive prison

was used extensively under the inquisitorial system, in particular for cases of recidivism

(55% of the cases). This was basically the norm for both misdemeanors (e.g., thefts) and

felonies (e.g., robberies). Under the adversarial system, preventive detention is applicable

only in cases in which there is enough evidence suggesting the defendant could intend to

escape, obstruct the investigation or pose a risk to society (i.e., severe and usually violent

crimes). Therefore, a convicted offender who re-offends by committing a lesser crime

could be immediately released under the adversarial system, whereas she would probably

13There are other potential explanations that are also consistent with Figure 9. For instance, there is
evidence that police officers may deviate their tactics towards more inappropriate ones when norms that
restrict their actions are imposed, resulting in reductions of imprisonment rates (Hausman and Kronick,
2021). As it was previously discussed, the new CPP introduced substantial changes in the work of police
officers, including new tasks, different supervision and a substantial increase in the workload.
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serve preventive detention under the old CPP. To test this hypothesis, we can empirically

evaluate the local impact of the new CPP on the number of reported thefts and compare

it to how the new penal procedure affected robberies (i.e., violent thefts) and domestic

violence (i.e., the most frequent crime against the person).

Figure 10 presents plots for global polynomials of order three that approximate the

underlying variance of the data based on an evenly-spaced binning method. Plots (a) to

(d) illustrate different RD plots for total crime (i.e., six most frequent crimes), thefts,

robberies and domestic violence, respectively. These three individual categories account

for more than 7 of every 10 crimes reported in Montevideo (see Table 1). As expected, the

evolution in theft reports strongly resembles that of the total number of police reports.

In spite of the fact that the visual inspection of these RD plots is not enough to reject an

actual “jump” at the threshold, we could have just a non-linearity at the cutoff for both

robberies and domestic violence. In fact, when we compare our main results reported in

Table 2 to the corresponding RD estimates for these three individual offenses we obtain

heterogeneous effects, as expected.

[INSERT FIGURE 10 HERE]

According to Table 10, the local treatment effect of the new CPP on the number of

thefts reported to police in Montevideo (Panel B) is consistent to our main RD estimation

results (Panel A) that were originally reported in Table 2. However, Tables 11 and 12

indicate no local effect of the new CPP on robberies and domestic violence, respectively.

This evidence is consistent with the hypothesis of an immediate increase in the number

of active criminals (i.e., thieves) due to the constrains imposed on the use of preventive

detention by the new CPP.

[INSERT TABLES 10, 11 AND 12 HERE]
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Tables and Figures



Table 1: Crime in Montevideo, 2016-2018
(offenses reported to police; average number per day)

Two-Year Window Old CPPa New CPPb ∆
11/01/16 to 10/31/18 (a) (b) (b)-(a)

Theft 152.30 130.38 174.22 43.84∗∗∗

46% (0.944) (1.221) (1.120)

Robbery 51.85 41.66 62.05 20.39∗∗∗

16% (0.425) (0.615) (0.748)

Domestic Violence 33.59 32.79 34.39 1.61∗∗∗

10% (0.379) (0.380) (0.537)

Threat 22.36 21.21 23.52 2.32∗∗∗

7% (0.319) (0.343) (0.468)

Damage 21.14 17.39 24.89 7.50∗∗∗

6% (0.249) (0.279) (0.374)

Personal Injury 10.18 9.49 10.87 1.38∗∗∗

3% (0.182) (0.184) (0.259)

Total Police Reports 330.34 283.92 376.76 92.84∗∗∗

100% (1.529) (1.995) (2.513)

Days 730 365 365

Percentage of the total number of reports in italic; standard errors in parentheses.
∗∗∗ Difference between (b) and (a) is significant at the 0.01 level.

Source: Ministry of Interior of Uruguay.

aLast year of the inquisitorial system: November 1st, 2016 to October 31st, 2017.
bFirst year of the adversarial system: November 1st, 2017 to October 31st, 2018.
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Figure 1: Crime in Montevideo, 2014-2019
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Figure 2: Crime in Montevideo, 2014-2019
(by type of incident)
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(b) Robbery
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(c) Domestic Violence
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(f) Personal Injury
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Figure 3: RD Plots
(top-six police reports in Montevideo; sample average within bin)

(a) Global Polynomial of Order 0
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(b) Global Polynomial of Order 1
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(c) Global Polynomial of Order 2
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(d) Global Polynomial of Order 3
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Table 2: RD Point Estimates, τ̂
(top-six reports; linear method, triangular kernel)

PANEL A

(i) (ii) (1) (2) (3) (4)

Treatment Effect, τ̂ 60.629∗∗∗ 50.455∗∗∗ 21.528∗∗ 20.636∗∗ 24.037∗∗∗ 23.131∗∗∗

Robust Bias-Correction (0.000) (0.000) (0.032) (0.045) (0.003) (0.007)

Bandwidth Selection, ĥ

Data-Driven Procedure No No Yes Yes Yes Yes

Mean Squared Error (MSE)-Optimal - - Yes No Yes No

Coverage Error Rate (CER)-Optimal - - No Yes No Yes

Number of Selectors - - One One Two Two

Days Before Cutoff 607 365 106 71 178 121

Days After Cutoff 607 365 106 71 132 90

Number of Observations 1,214 730 212 142 310 211

Probability value (p-value) in parentheses;
∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.

Reports include top-six crime types (≈ 90% of total) for Montevideo.
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Table 3: RD Point Estimates, τ̂
(top-six reports; triangular kernel)

PANEL A: Local-Linear Method PANEL B: Local-Constant Method

(1) (2) (3) (4) (1) (2) (3) (4)

Local Treatment Effect, τ̂ 21.528∗∗ 20.636∗∗ 24.037∗∗∗ 23.131∗∗∗ 22.992∗∗ 22.992∗∗ 38.682∗∗∗ 38.682∗∗∗

Robust Bias-Correction (0.032) (0.045) (0.003) (0.007) (0.032) (0.032) (0.000) (0.000)

Bandwidth Selection, ĥ

Mean Squared Error (MSE)-Optimal Yes No Yes No Yes No Yes No

Coverage Error Rate (CER)-Optimal No Yes No Yes No Yes No Yes

Number of Selectors One One Two Two One One Two Two

Days Before Cutoff 106 71 178 121 28 28 103 103

Days After Cutoff 106 71 132 90 28 28 38 38

Number of Observations 212 142 310 211 56 56 141 141

Probability value (p-value) in parentheses;
∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.

Reports include top-six crime types (≈ 90% of total) for Montevideo.

Table 4: RD Point Estimates, τ̂
(top-six reports; triangular kernel)

PANEL A: Local-Linear Method PANEL B: Local-Quadratic Method

(1) (2) (3) (4) (1) (2) (3) (4)

Local Treatment Effect, τ̂ 21.528∗∗ 20.636∗∗ 24.037∗∗∗ 23.131∗∗∗ 17.880∗ 18.340∗ 20.038∗∗ 15.994

Robust Bias-Correction (0.032) (0.045) (0.003) (0.007) (0.052) (0.097) (0.038) (0.157)

Bandwidth Selection, ĥ

Mean Squared Error (MSE)-Optimal Yes No Yes No Yes No Yes No

Coverage Error Rate (CER)-Optimal No Yes No Yes No Yes No Yes

Number of Selectors One One Two Two One One Two Two

Days Before Cutoff 106 71 178 121 161 104 249 161

Days After Cutoff 106 71 132 90 161 104 147 95

Number of Observations 212 142 310 211 322 208 396 256

Probability value (p-value) in parentheses;
∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.

Reports include top-six crime types (≈ 90% of total) for Montevideo.
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Table 5: RD Point Estimates, τ̂
(top-six reports; linear method)

PANEL A: Triangular Kernel PANEL B: Epanechnikov Kernel

(1) (2) (3) (4) (1) (2) (3) (4)

Local Treatment Effect, τ̂ 21.528∗∗ 20.636∗∗ 24.037∗∗∗ 23.131∗∗∗ 23.044∗∗ 21.193∗∗ 29.311∗∗∗ 27.633∗∗∗

Robust Bias-Correction (0.032) (0.045) (0.003) (0.007) (0.021) (0.041) (0.000) (0.001)

Bandwidth Selection, ĥ

Mean Squared Error (MSE)-Optimal Yes No Yes No Yes No Yes No

Coverage Error Rate (CER)-Optimal No Yes No Yes No Yes No Yes

Number of Selectors One One Two Two One One Two Two

Days Before Cutoff 106 71 178 121 97 66 205 140

Days After Cutoff 106 71 132 90 97 66 118 80

Number of Observations 212 142 310 211 194 132 323 220

Probability value (p-value) in parentheses;
∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.

Reports include top-six crime types (≈ 90% of total) for Montevideo.

Table 6: RD Point Estimates, τ̂
(top-six reports; linear method)

PANEL A: Triangular Kernel PANEL B: Uniform Kernel

(1) (2) (3) (4) (1) (2) (3) (4)

Local Treatment Effect, τ̂ 21.528∗∗ 20.636∗∗ 24.037∗∗∗ 23.131∗∗∗ 28.060∗∗∗ 14.531 32.652∗∗∗ 34.227∗∗∗

Robust Bias-Correction (0.032) (0.045) (0.003) (0.007) (0.006) (0.176) (0.000) (0.000)

Bandwidth Selection, ĥ

Mean Squared Error (MSE)-Optimal Yes No Yes No Yes No Yes No

Coverage Error Rate (CER)-Optimal No Yes No Yes No Yes No Yes

Number of Selectors One One Two Two One One Two Two

Days Before Cutoff 106 71 178 121 78 53 202 143

Days After Cutoff 106 71 132 90 78 53 91 81

Number of Observations 212 142 310 211 156 106 293 224

Probability value (p-value) in parentheses;
∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.

Reports include top-six crime types (≈ 90% of total) for Montevideo.
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Table 7: Placebo Cutoffs I
(linear method; triangular kernel; MSE-optimal bandwidth)

PANEL A: Days Before Actual Cutoff PANEL B: Days After Actual Cutoff

-75 -60 -45 -30 30 45 60 75

Local Treatment Effect, τ̂ 13.206 −10.173 −6.487 11.575 7.946 −22.811 1.579 5.321
Robust Bias-Correction (0.119) (0.391) (0.127) (0.361) (0.250) (0.708) (0.988) (0.842)

Days Before Cutoff 124 86 96 116 29 44 40 35

Days After Cutoff 75 60 45 30 42 52 41 36

Number of Observations 216 141 146 153 71 96 80 70

Probability value (p-value) in parentheses; ∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.

Table 8: Placebo Cutoffs II
(linear method; triangular kernel; CER-optimal bandwidth)

PANEL A: Days Before Actual Cutoff PANEL B: Days After Actual Cutoff

-75 -60 -45 -30 30 45 60 75

Local Treatment Effect, τ̂ 12.467 −16.001 −7.116 12.315 14.209 −10.382 −7.254 −8.740
Robust Bias-Correction (0.134) (0.271) (0.181) (0.286) (0.252) (0.983) (0.670) (0.544)

Days Before Cutoff 86 60 67 81 30 37 29 35

Days After Cutoff 75 60 45 30 30 37 29 35

Number of Observations 161 120 112 111 60 74 58 70

Probability value (p-value) in parentheses; ∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.
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Figure 4: Window Size Selection
(top-three police reports in Montevideo)

(a) Altrenative Cutoff: November 1st, 2016
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(b) Actual Cutoff: November 1st, 2017
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Table 9: RD Point Estimates, τ̂
(top-six reports; local randomization approach)

(1) (2) (3) (4)

Local Treatment Effect, τ̂ 26.364∗∗∗ 26.400∗∗∗ 23.056∗∗ 18.500∗

Fisherian Approach (0.000) (0.004) (0.024) (0.054)

Neymann Approach (0.001) (0.002) (0.013) (0.049)

Days Before Cutoff 22 20 18 16

Days After Cutoff 22 20 18 16

Probability value (p-value) in parentheses;
∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.

Reports include top-six crime types (≈ 90% of total) for Montevideo.
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Figure 5: Randomization Inference
(neighborhood level; uniform kernel; 1,000 reps; 95% CI)
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Figure 6: Randomization Inference (Turn-of-Month Effect)
(neighborhood level; uniform kernel; 1,000 reps; 95% CI)
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Figure 7: Randomization Inference (Day-of-the-Week Effect)
(neighborhood level; uniform kernel; 1,000 reps; 95% CI)
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Figure 8: Continuity-Based RD Point Estimates
(linear method; triangular kernel; 95% CI)
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Figure 9: Police Reports, Prison Population and Criminal Imputations

(a) Police Reports and Prison Population

(b) Criminal Imputations
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Figure 10: RD Plots by Offense Type
(sample average within bin; polynomial of degree three)
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Table 10: RD Point Estimates, τ̂ , by Offense Type
(local-linear method; triangular kernel)

PANEL A: Total Crime PANEL B: Theft

(1) (2) (3) (4) (1) (2) (3) (4)

Local Treatment Effect, τ̂ 21.528∗∗ 20.636∗∗ 24.037∗∗∗ 23.131∗∗∗ 10.999∗ 13.428∗∗ 17.821∗∗∗ 18.039∗∗∗

(0.032) (0.045) (0.003) (0.007) (0.061) (0.025) (0.001) (0.002)

Bandwidth Selection, ĥ

Mean Squared Error (MSE)-Optimal Yes No Yes No Yes No Yes No

Coverage Error Rate (CER)-Optimal No Yes No Yes No Yes No Yes

Number of Selectors One One Two Two One One Two Two

Days Before Cutoff 106 71 178 121 151 103 204 139

Days After Cutoff 106 71 132 90 151 103 101 69

Number of Observations 212 142 310 211 301 206 305 208

Robust probability values in parentheses; ∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.

Table 11: RD Point Estimates, τ̂ , by Offense Type
(local-linear method; triangular kernel)

PANEL A: Total Crime PANEL B: Robbery

(1) (2) (3) (4) (1) (2) (3) (4)

Local Treatment Effect, τ̂ 21.528∗∗ 20.636∗∗ 24.037∗∗∗ 23.131∗∗∗ 0.204 0.636 −0.034 0.269
(0.032) (0.045) (0.003) (0.007) (0.824) (0.951) (0.594) (0.897)

Bandwidth Selection, ĥ

Mean Squared Error (MSE)-Optimal Yes No Yes No Yes No Yes No

Coverage Error Rate (CER)-Optimal No Yes No Yes No Yes No Yes

Number of Selectors One One Two Two One One Two Two

Days Before Cutoff 106 71 178 121 98 67 156 106

Days After Cutoff 106 71 132 90 98 67 95 65

Number of Observations 212 142 310 211 196 134 251 171

Robust probability values in parentheses; ∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.
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Table 12: RD Point Estimates, τ̂ , by Offense Type
(local-linear method; triangular kernel)

PANEL A: Total Crime PANEL B: Domestic Violence

(1) (2) (3) (4) (1) (2) (3) (4)

Local Treatment Effect, τ̂ 21.528∗∗ 20.636∗∗ 24.037∗∗∗ 23.131∗∗∗ 1.092 −1.017 1.050 −0.398
(0.032) (0.045) (0.003) (0.007) (0.906) (0.553) (0.986) (0.689)

Bandwidth Selection, ĥ

Mean Squared Error (MSE)-Optimal Yes No Yes No Yes No Yes No

Coverage Error Rate (CER)-Optimal No Yes No Yes No Yes No Yes

Number of Selectors One One Two Two One One Two Two

Days Before Cutoff 106 71 178 121 85 58 188 129

Days After Cutoff 106 71 132 90 85 58 75 51

Number of Observations 212 142 310 211 170 116 263 180

Robust probability values in parentheses; ∗, ∗∗ and ∗∗∗ indicate significance at the 0.1, 0.05 and 0.01 levels, respectively.
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