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Abstract

I study a Bayesian persuasion model that connects two stylized facts characterizing
the Internet: a great diversity of news sources and the proliferation of disinformation.
I show that media pluralism reduces information quality when news consumers have
limited attention because of the endogenous formation of echo chambers. According to
the standard narrative, echo chambers arise because news consumers exhibit confirma-
tion bias. I show that even unbiased and rational news consumers devote their limited
attention to like-minded news sources in equilibrium. Confirmation bias thus arises
endogenously because news sources have no incentive to provide valuable information.
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1. Introduction

A critical problem for modern democracies is that those who control the information flow
can influence political and economic outcomes. Ideally, the presence of competing sources
of information is beneficial. The more information an individual can receive, the more she
knows about the issue, and the smaller is the influence of a particular source. For a long time,
the Internet has been considered a very effective way to guarantee pluralism in information
(Keenl 2015). But is competition among news sources on the Internet undoubtedly benefi-
cial? Empirical evidence suggests a deterioration of the quality of the information at one’s
disposal. For instance, it is hard to find reliable online information about health conditions
(Swire-Thompson and Lazer, 2019). More generally, conspiracy theories and “fake news”
proliferate online[]] I suggest a novel explanation for the deterioration of information quality
online: the endogenous formation of echo chambers even when news consumers are unbiased.

The Cambridge dictionary defines an echo chamber as “a situation in which people only
hear opinions that are similar to their own”. Echo chambers are a prominent feature of the
Internet. Online networks show high homophily: an individual learns from those who share
her worldview (Del Vicario et al., 2016; Halberstam and Knight|, 2016). The existence of echo
chambers is a policy concern, as it endangers meaningful debate in a democracy. Within
echo chambers, each individual never questions her beliefs. As a consequence, society divides
into opposing factions. Moreover, the presence of echo chambers affects the quality of news.
As I show, the media have no incentive to provide informative news in echo chambers.

The standard explanation for the existence of echo chambers is preference-based, namely
that individuals are subject to confirmation bias. Nickerson| (1998) defines confirmation bias
as “seeking or interpreting of evidence in ways that are partial to existing beliefs, expecta-
tions, or a hypothesis in hand”. However, there are settings where confirmation bias does not
seem a reasonable explanation for echo chambers: for instance, investment decisions (Cook-
son et al 2021). I provide a complementary and novel channel: even if individuals seek
the most informative news, echo chambers arise because of the interplay between limited
attention of news consumers with heterogeneous beliefs and media bias of news sourcesP]

I study a Bayesian persuasion model with two states of the world and two actions (see
Figure[l)). There are two types of agents: experts and decision-makers. Each expert is biased:
his preferred action is independent of the state of the world. In stage 1, each expert designs
information about the state of the world to persuade decision-makers to take the expert’s
preferred action. Such information is public: all decision-makers that devote attention to
the expert observe the same information. Each decision-maker is unbiased: she wants to
match her action with the state. Decision-makers have partitioned into subgroups holding
heterogeneous prior beliefs about the state of the world and have limited attention: each
decision-maker can only devote attention to one expert. In stage 1, each decision-maker
chooses which expert is worthy of attention and observes the information such an expert
provides. Then, she updates her belief (stage 2) and takes the optimal action given such
belief (stage 3). I show that the existence of experts with opposite biases is harmful to
decision-makers when the latter strategically allocate their limited attention.

As a benchmark, T consider a single expert and two subgroups of decision-makers with

!Fake news are of public concern since the 2016 US presidential election (Allcott and Gentzkow, 2017).
Using the taxonomy proposed by Molina et al.| (2021), my model captures partisan news, misreporting and
persuasive advertising. All these lie in the “grey area” between objectively real and false news.

ILee et al.| (2017) show that perceived information overload is positively associated with selective exposure
in online news consumption. Internet users fail to discriminate news based on quality (Qiu et al.,|2017). My
results are in line with recent advances in psychology, showing that politically motivated reasoning does not
drive selective exposure of online news consumers to confirmatory news (Pennycook and Rand, |2021)).
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Figure 1: Stages of the game

different beliefs that I label “sceptics” and “believers”. Without information, believers choose
the expert’s preferred action, whereas sceptics do not. Hence, the expert designs information
to change sceptics’ behaviour. Such information is public - i.e., all decision-makers receive
the same information. Thus, any attempt to change a sceptic’s belief affects a believer’s
belief as well. Being exposed to information could induce believers to take the expert’s
undesired action. Therefore, the expert faces a trade-off between persuading sceptics and
retaining believers. I show that there are two candidates for the optimal information design
(or reporting policy).

The hard-news policy focuses on persuading sceptics. For this purpose, a message must
be sufficiently credible - i.e., it can be misleading only to a limited extent. Therefore, this
policy entails the cost of revealing the unfavourable state to all decision-makers with positive
probability. If this state is revealed, believers take the expert’s undesired action.

The soft-news policy focuses on retaining believers. The expert sends two messages of
different credibility. One is credible enough to persuade sceptics. The other one is not, but at
the same time, it does not induce believers to take the expert’s undesired action. With this
second message, the expert leverages believers’ credulity. This policy ensures that believers
will continue to choose the expert’s preferred action.

I show that the hard-news policy is more informative than the soft-news policy accord-
ing to the order defined by Blackwell| (1953). Nevertheless, the expert prefers the soft-news
policy if decision-makers have sufficiently polarized beliefs. In a context of severe polar-
ization, it is very costly to persuade sceptics. To be credible, the expert has to reveal the
unfavourable state with high probability. At the same time, it is particularly tempting to
retain believers because it is easy to leverage their credulity. Both these arguments imply
that the soft-news policy is more favourable for the expert. A second key parameter is the
expert’s belief. The higher is the expert’s belief of his unfavourable state, the more he values
his ability to mislead (at least) believers, making the soft-news policy more appealing.

Next, I show how media pluralism (i.e., the presence of multiple experts with different
biases) makes decision-makers worse off. Two experts with different preferred actions com-
pete to persuade two subgroups of decision-makers with heterogeneous beliefs. Because of
limited attention, each decision-maker can only devote attention to one expert. Therefore,
each expert behaves like a monopolist given his audience. In other words, for any expert,
the allocation of attention by decision-makers determines the distribution of beliefs such
an expert has to confront, and his reporting policy must be optimal given such a distribu-



tion. Here, the novelty (compared to the benchmark) is the interaction between the optimal
information design and the endogenous allocation of attention.

The allocation of attention depends on the policies of the experts. Each decision-maker
allocates her attention to maximize her subjective probability of taking the correct action.
This probability is at its minimum without information. An expert designs information to
change decision-makers’ behaviour. To be successful, the expert must provide sufficiently
accurate information, and this makes decision-makers (weakly) better off. T define a decision-
maker’s information gain as the increase in her subjective probability of taking the correct
action following information provision. Thus, each decision-maker allocates her attention to
maximize her information gain.

It makes a difference for a decision-maker whether she is a target of an expert. An
expert targets a subgroup of decision-makers if he tailors his policy to persuade them. For
example, the sceptics are the targets when the expert uses his hard-news policy. An expert
does not reveal more information than what is strictly necessary to change the behaviour of
targets. Therefore, any target of a given expert receives zero information gain when devoting
attention to him. Thus, each decision-maker aims to avoid being a target. At the same time,
the optimal policy of each expert features (at least) one target, unless the expert faces only his
believers. This tension determines which allocations of attention can support an equilibrium.

I label an equilibrium as “symmetric” if any two decision-makers of the same subgroup
devote attention to the same expert. I show that the unique symmetric equilibrium of this
game featuring two active experts is echo chambers with babbling (i.e., no information pro-
vision). In echo chambers, the audience of each expert is composed only of his believers.
Therefore, the expert finds it optimal to leave their beliefs unchanged. Thus, babbling is
the optimal policy for each expert. Given babbling by each expert, decision-makers have no
incentive to deviate, as the information gain is zero in any case. In echo chambers, infor-
mation quality is strictly lower than in monopoly for any decision-maker (whereas, in terms
of information gains, targeted decision-makers are indifferent). This is because a monop-
olist uses either his hard-news policy or his soft-news policy. Both these policies produce
some dispersion in posterior beliefs, hence have higher quality than babbling according to
Blackwell| (1953)’s criterion.

I extend the model to consider a general distribution of decision-makers’ beliefs. T label
an expert as “informative” if he uses either a hard-news policy or a soft-news policy. In any
symmetric equilibrium, there is at most one informative expert. Indeed, if there are two
informative experts, there is always (at least) one target who can get a positive information
gain by changing her allocation of attention. Therefore, in any symmetric equilibrium, at
least one expert is babbling. T label the audience of a babbling expert as an echo chamber.
Limited attention makes media pluralism harmful to those decision-makers who cluster into
an echo chamber by reducing the quality of the information they receive compared to a
monopoly. In general, no decision-maker can benefit from media pluralism. For any equilib-
rium, there exists a monopoly outcome such that both information quality and information
gain are (weakly) higher for any decision-maker.

My results show that the omnipresence of information - a characteristic of the Internet
- could make all information useless. This negative result follows from the endogenous allo-
cation of attention by decision-makers. As an extension, I study the problem of a platform
that can allocate decision-makers’” attention. The platform’s goal is to maximize information
quality. The platform can enable the coexistence of two informative experts. In particular,
the platform can induce each expert to use his hard-news policy. In this way, such an
altruistic platform can enhance information quality and make media pluralism beneficial.



1.1. Example

The widespread existence of misinformation about the COVID-19 vaccination provides a
fitting example to illustrate my results. There are two possible states of the world: either
a vaccine is safe or not (e.g., either it has long-run side effects or not). Each citizen wants
to get vaccinated if and only if the vaccine is safe. Some citizens are sceptical about vac-
cinations being safe and are not willing to get vaccinated a priori (Paul et al. [2021). The
government aims to reach herd immunity because the societal benefits of vaccination out-
weigh very rare private costs due to side effects. Therefore, a pro-government media wants
to persuade citizens to get vaccinated.

In a monopoly, the supply of news by the pro-government media depends on its confidence
about vaccinations’ safety. If the pro-government media is very confident, it provides “hard
evidence” (e.g., the evaluations by the European Medicines Agency based on clinical trials).
The pro-government media attempts to persuade sceptics to get vaccinated because it ex-
pects persuasion to be very likely. If polarization is sufficiently high and the pro-government
media is not confident enough, it also provides “soft evidence” (e.g., weaker statements such
as “benefits are higher than risks”). In this way, the pro-government media is sure to retain
those citizens who were already willing to get vaccinated.

In a plural environment, a no-vax media opposes vaccinations to make profits with al-
ternative treatments (Ghoneim et al., [2020)). An equilibrium could be as follows: the pro-
government media produces “hard evidence”, whereas the no-vax media is babbling within
its echo chamber | Citizens who are sceptical about vaccinations understand that the pro-
government media designs information to change their attitudes. Therefore, these citizens
do not benefit from the information provided by the pro-government media and thus ratio-
nally allocate their limited attention to confirmatory news. This type of news does not allow
sceptics to learn about the nature of vaccinations and create a negative externality on our
society. Indeed, the pro-government media cannot persuade these citizens to get vaccinated.
The existence of a large no-vax echo chamber can help to explain why herd immunity is
difficult to reach (Diamond et al., 2021).

The rest of the paper is organized as follows. In Section [2| T review the literature. In
Section [3] T present the theoretical model. In Section [4] I study optimal information design
in a monopoly. In Section 5] I describe the effects of media pluralism. In Section [6] I examine
some extensions. In Section [7] I discuss the applicability of my model to the real world. In
Section [§] T conclude.

2. Related Literature

I contribute to the literature by exploring how the endogenous supply of (potentially mis-
leading) information to decision-makers with heterogeneous beliefs interacts with limited
attention. Therefore, my paper connects with the following streams in the literature.

Limited attention

“In an information-rich world, the wealth of information [...| creates a poverty of
attention and a need to allocate that attention efficiently among the overabun-
dance of information sources that might consume it.” [Simon| (1971)

3Di Marco et al.| (2021) find evidence of echo chambers about the COVID-19 pandemic. [Jiang et al.
(2021) show that segregation is stronger among far-right users.



The Internet has led to an information-rich economy as it allows news sources to reach more
consumers at a lower per-consumer cost. The growth in consumers wealth and firms market
power helped this process (Falkinger, 2008). Limited attention can explain many puzzling
empirical patterns, for instance, asset-price dynamics (Peng and Xiong, [2006), the attraction
effect (Masatlioglu et al., 2012), nominal rigidities (Matéjkal |2016), persistently low infla-
tion (Pfauti, 2021), the superstar effect (Hefti and Lareidal, [2021) and why minorities and
extremists are very influential in the political process (Matéjka and Tabellini, 2021) [ In this
paper, I offer new insights into the effects of limited attention. I show that limited attention
can explain why rational and unbiased news consumers cluster into echo chambers and thus
rationalizes the proliferation of low-quality information.

Limited attention influences price competition and advertising within and across indus-
tries (Anderson and de Palmal 2012; De Clippel et al.| 2014; Hefti and Liu, 2020). My
findings are complementary to Anderson and Peitz (2020), who show that increasing media
diversity has the undesired effect of increasing advertising clutter and thus can make con-
sumers worse off. Indeed, I show that media diversity can also harm news consumers by
causing a reduction in information quality.

Bayesian persuasion A standard assumption in this literature - pioneered by [Aumann
and Maschler| (1995) and Kamenica and Gentzkow| (2011)) - is the existence of a common
prior belief. By contrast, I examine the problem of a sender (expert) who faces many re-
ceivers (decision-makers) endowed with heterogeneous beliefs[| In |Guo and Shmaya) (2019),
a separating (soft-news) policy yields a higher payoff to the sender than a pooling (hard-
news) policy if the receiver has sufficiently accurate private information. The distribution
of private information is (strategically) equivalent to receivers holding heterogeneous beliefs.
From this perspective, I show that more accurate private information can lead to less ac-
curate public information. Indeed, if polarization is above a threshold, the sender provides
information of lower quality[f]

Gentzkow and Kamenica| (2017a,b) argue that competition among senders increases in-
formation provision and benefits receivers. I show that this conclusion fails if receivers have
limited attention. My model incorporates endogenous allocation of attention between senders
and endogenous persuasion[] In Knoepfle, (2020), senders compete to gather the attention
of a receiver. By contrast, senders are concerned about receivers’ actions in my model. This
difference leads to opposite results: endogenous echo chambers in my model, whereas full
revelation is the final outcome in Knoepfle| (2020).

Echo chambers The existence of echo chambers is a distinctive feature of the Internet.
Indeed, there is evidence of echo chambers even in non-partisan contexts such as climate

“Gabaix] (2019) and Mackowiak et al.| (2021) survey the literature on behavioural and rational inattention,
respectively.

5Alonso and Camaral (2016)) study the consequences of beliefs heterogeneity between one sender and one
receiver. Persuasion in my model is a special case of the general framework examined by Kolotilin et al.
(2017). In my simpler model, I can explore the effect of beliefs on information quality. Beliefs are exogenous
to the model, and it is beyond the purpose of this paper to study the origin of beliefs (Flynn et al., |2017).
Bergemann and Morris| (2019) and |[Kamenical (2019) survey the literature on information design.

®Away from this discontinuity point, higher polarization unambiguously increases the quality of media
reporting. See also (Gitmez and Molavi (2022]).

Che and Mierendorff (2019) and [Leung (2020) study the problem of a receiver who has to allocate her
limited attention between biased senders. In these papers, the information design is exogenous. [Bloedel and
Segal (2020), [Lipnowski et al.| (2020) and |Wei| (2021) study how limited attention by the receiver(s) affects
optimal persuasion by a single sender.



change (Williams et al| 2015), vaccinations (Cossard et al., 2020) and the financial mar-
kets (Cookson et al. 2021)). Echo chambers facilitate the proliferation of misinformation
(Tornberg, 2018; |Acemoglu et all 2021)). As a consequence, being part of an echo chamber
affects individual behaviour. For instance, during the COVID-19 pandemic, Democrats and
Republicans in the US show different attitudes towards social distancing (Allcott et al., 2020;
Gollwitzer et al.l 2020) and vaccinations (Fridman et al. 2021)).

Jann and Schottmuller (2019)) rationalize echo chambers in a many-to-many cheap talk
model with biased decision-makersf] By contrast, even unbiased decision-makers may cluster
into echo chambers in my model. Martinez and Tenev| (2020) study a model where experts
are unbiased. The experts are heterogeneous in terms of information precision. A decision-
maker rationally infers that an expert has higher quality if he supplies information more in
line with the decision-maker’s belief. By contrast, experts are biased and precision is endoge-
nous in my model. The strategic interaction between decision-makers and experts plays a
crucial role in the formation of echo chambersf’|[Jann and Schottmuller| (2019) and Martinez
and Tenev| (2020) argue that echo chambers can be helpful, either to enhance communication
in a network or to separate high-quality and low-quality news. Instead, echo chambers have
a negative effect in this paper. The reason is the endogenous supply of information by biased
experts.

Detrimental competition in the market for news When biased media interact with
rational and unbiased news consumers, the standard theoretical prediction is that media
competition increases news consumers’ welfare (Gentzkow et al., 2015). I show that media
competition can harm news consumers when the latter have limited attention and hetero-
geneous beliefs. This result follows an endogenous market segmentation[[] My contribution
fits in an emerging literature about the downsides of competition in the market for news,
which presents a number of complementary channels[l| Information overload does not allow
decision-makers to identify high-quality experts (Persson) 2018) and implies higher prices
because consumers get lost in diversity (Hefti, 2018)). Costly information acquisition or
communication reduces each expert’s effort in the presence of other experts: free-riding
harms decision-makers (Kartik et al.l [2017; Emons and Fluet, |2019). Competition increases
informational specialization, which in turn increases social disagreement: in large enough
societies, this reduces welfare (Perego and Yuksel, 2021). Competition also increases the
pressure to publish without fact-checking because of the risk of being pre-empted (Andreot-
tola and de Moragas Sanchez, 2020). Finally, because of the unbundling of journalism, online
competition weakens the media’s incentives to invest in news’ quality, especially when news
consumers’ switching behaviour is particularly pronounced (Biscegliaj, 2021).

8Similarly, in (Giovanniello| (2021) echo chambers arise because biased voters have incentives to commu-
nicate useful information only to like-minded peers.

Y Alternatively, echo chambers may arise because the cost of processing information is increasing in its
precision (Nimark and Sundaresanl 2019)) or when decision-makers look for disapproving evidence eventually
supplied by like-minded experts (Hu et al., |2021). [Levy and Razin| (2019)) survey the economics literature
on echo chambers.

10According to Mullainathan and Shleifer| (2005), “reader heterogeneity is the crucial antidote to media
bias”. I show that reader heterogeneity exacerbates media bias when combined with limited attention.

1A broader literature shows that competition can backfire in many different settings. For instance, in
a model where consumers have heterogeneous tastes for products, |Chen and Riordan| (2008)) show that
competition can increase prices. In particular, this can happen because consumers tend to sort themselves
as customers of their preferred firms, making the demand less elastic in a duopoly than in a monopoly. This
sorting effect resembles decision-makers’ incentives for the allocation of attention in my paper. Similarly to
Chen and Riordan| (2008), sorting weakens experts’ incentives to provide information. See also |Spinnewijn
(2013), |[Janssen and Roy| (2014) and Heidhues et al.| (2021).



3. Model

There are two states of the world and two actions. I denote with € := {w;,ws} the set of
states and with A := {ay, as} the set of actions. Each agent [ has a prior belief u(w;) € (0,1)
that the state is wy. Clearly, ' (ws) = 1—p(wy) is the agent {’s prior belief that the state is
wy. There are two types of agents: experts and decision-makers. I denote with D the set of
decision-makers and with J the set of experts. Decision-makers partition in homogenous sub-
groups: D := ;s D; where [ is the set of subgroups of decision-makers. Two decision-makers
of the same subgroup share the same belief: p9(wy) = 1Y (w1) = pf(wy) for any d,d’ € D; and
any 7 € [.

Each decision-maker (she) takes an action a € A, and her goal is to match the action with
the state:

u(a,wy) == 1{a=ax} (1)

Before taking an action, each decision-maker d € D pays attention to one expert j; € J of her
choice: she uses the information provided by the expert to update her belief. The allocation
problem is analysed in greater detail in Section

An expert (he) cannot implement an action on his own. Therefore, he designs informa-
tion to manipulate decision-makers’ behaviour. In particular, each expert 5 € J chooses a
reporting policy m; : Q — A(S;), that is, each expert commits to the probability 7;(s|w) to
send message s given state w, for any message s € S; and any state w € QH Each expert j
has a unique preferred action a; € A. For any state w € (, his payoft from a decision-maker
who takes action a € A is:

uj(a,w) = u;(a) = I{a = a;} (2)

In other words, each expert has state-independent preferences, and his payoff is 1 if and only
if the action chosen by a decision-maker is the expert’s preferred action.
The game has the following timing:

1. Each expert j chooses a policy 7; and, at the same time, each decision-maker d chooses
which expert j; to pay attention to.

2. Each decision-maker d observes the policy ;, of the expert she pays attention to, and
the policy’s realization s € S, (that is, a message) chosen by Nature.

3. Given any posterior belief 114, each decision-maker d takes an optimal action. In case of
indifference, I assume that decision-maker d chooses the preferred action of expert j,.

The equilibrium notion is Perfect Bayesian Equilibrium. I consider the case that the
preferred action of expert jy is a1 [l By (1)), the optimal action of decision-maker d with
posterior belief 14 is given by the following function:

ot = 0 a2

ay  otherwise
Each decision-maker d forms the posterior belief 11, using Bayesian updating:

75 (8 |wr) pg(wr)
ﬂ-jd(s | Wl):ug(wl) + 77]]1(8 | WQ)MS(WQ)

pa(wr|s) :=

121 focus on straightforward policies without loss of generality (Kamenica and Gentzkow, 2011): the
message set S; contains two elements for any expert j € J.
13The analysis is very similar when the preferred action of expert jq is as.



Thus, for any decision-maker d € D; to take action a;, upon observing message s, the follow-
ing condition must hold:

— mj,(s|w)pg(wr) > 75, (s |wa) g (w2)

[N

pa(wr|s) 2

In words, the expert must ensure that state w; is more likely than state wy for a decision-
maker of subgroup ¢ after receiving the message s. I label this condition persuasion con-
straint.

Definition 1 (Persuasion constraints). The persuasion constraint for a decision-maker of
subgroup i € I, who devotes attention to expert j € J and observes message s € Sj, in order
for her to take action ay is:

M?(wl)

1) < 0

mi(s|wi) = ¢imi(s|wr) (3)

I denote with H; := {d e D|js = j} the set of decision-makers who pay attention to expert
J. For any i € I, I define g;; as the fraction of decision-makers in H; who are of subgroup .
Mathematically,
Gij =

deH ;| deD; .
w otherwise
J

(4)

These decision-makers have the same posterior belief. Therefore, the payoff of expert j from
these decision-makers, upon observing message s, is:

0ii (51 8) = gigits (0 (alwr | ) )
The expert j maximizes the sum of expected utilities he derives from his audience H;:

max ) > Y, mi(s|w)p(w)vi(m;, ) (5)

T el seSj weQ

The expert takes his audience H; as given. Therefore, (5)) is a best-response problem in a
simultaneous-move game, where each decision-maker d chooses her allocation of attention
Jd, and each expert j chooses his policy ;.

This problem entails a trade-off for the expert. On the one hand, a message must be
“credible” to induce a decision-maker to take the expert’s preferred action. Formally, this
message must satisfy the corresponding persuasion constraint. The former imposes an upper
bound to the probability of observing such a message in the state associated with a different
action. On the other hand, provided that a message is persuading, the expert would like to
send this message as often as possible.

Lemma 1 (Persuasion constraint). Consider any expert j and assume without loss of gen-
erality that a; = a1. In any best response m;, either 1.) there exist a subgroup i € I of
decision-makers and a message s € S; such that m;(s|ws) = ¢im;(s|wy) or 2.) the expert is
babbling, that is, m;(s|wy) = m;j(s|wa) for any s e S;.

By Lemma |1} I can restrict the set of policies that can be best responses: when there is
scope for persuasion, then at least one persuasion constraint must hold with equality. In the
following section, I use this insight to find candidates for the optimal policy.



4. Media Monism

As a benchmark, I study the problem of one expert - that is given by - abstracting from
the attention allocation problem of decision-makers (that I study in Section [f]). I assume
without loss of generality that the expert’s preferred action is a;, and T omit the index 5 for
simplicity. By (3], a message s persuades a decision-maker of subgroup i to take action a
if and only if 7(s|ws) < ¢;m(s|wi). The ratio of prior beliefs ¢; for each subgroup i € I will
play a crucial role in the following analysis. From the perspective of the expert, there are
two categories of decision-makers: believers and sceptics.

Definition 2 (Believers and sceptics). Decision-makers of subgroup i are believers of state
wy relative to we if ¢; > 1. Decision-makers of subgroup i are sceptics of state wy relative to
wy if ¢; < 1. I denote with I c I the set of subgroups of sceptics.

Without information provision by the expert, believers choose the expert’s preferred ac-
tion, whereas sceptics do not. Therefore, sceptics require persuasion: the expert manipulates
their beliefs through his policy 7, to induce sceptics to take action a;. However, the expert
must account for the indirect effect that persuasion of sceptics has on the behaviour of be-
lievers, as all decision-makers receive the same information. Information provision could
induce believers to take the expert’s undesired action as. Therefore, the expert trades off
between persuading sceptics and retaining believers.

In this section, I assume that there are two subgroups of decision-makers, that is,
I ={1,2}. T assume that subgroup 1 of decision-makers are believers i.e. ¢; > 1, whereas sub-
group 2 are sceptics i.e. ¢y < 1] Thus, the expert can use a message to persuade all decision-
makers or only believers or nobody to take action a;. In the optimal policy at least one per-
suasion constraint must hold with equality (Lemma. In particular, either only the persua-
sion constraint for sceptics holds with equality, or both persuasion constraints do so. Hence,
I identify two candidates for the optimal policy: hard-news policy and soft-news policy.

Definition 3 (Hard-news policy). The hard-news policy 7, consists of a persuading message
s and a residual message s’ such that

mh(s|lwi) =1, m(s'|wr) =0,

Th(s|wa) = @2, (s |wa) =1- @2
The hard-news policy implies the following posterior beliefs (Figure :

__ ] 1
(e [9) = 20> (e ]) = 5

pa(wr]s) = pa(wr]s’) =0

(6)

The hard-news policy persuades all decision-makers after seeing s and nobody after seeing
s’. Thus, decision-makers choose the expert’s preferred action in the state w;, and some-
times in the state wo. The expert provides sufficiently accurate information able to influence
sceptics. However, this comes at a high cost to make the persuading message s credible. The
credibility of s requires to send the residual message s’ often enough when the state is ws.
The message s’ reveals the unfavourable state ws, inducing all decision-makers to choose the
expert’s undesired action.

14Tn Section I consider the case of arbitrarily many subgroups of decision-makers.

10



. ‘
08 rp(ls) 08 pa(-|5)
=t =1
£ 06 £ 06
A ®
= =
o 04 o 04
2, 2,
% %
= =
0.2 0.2
IQEY pa(-s) 4y
%0 02 04 06 08 1 %6 02 04 06 08 1
1 2
(a) Believers (b) Sceptics

Figure 2: Posterior beliefs (in blue) with the hard-news policy.

Definition 4 (Soft-news policy). The soft-news policy ws consists of two messages s, s’ such
that
ms(s|wr) =k, m(s'|w)=1-k

ms(s|wz) = ook, (5" |wa) = ¢1(1- k)
¢1

where k := ¢1__¢12 15 strictly increasing in ¢1 and ¢s.

The soft-news policy implies the following posterior beliefs (Figure |3)):

_ _1

mleanls) =573, > mlenls) =5 (7)
pa(wi | s) = LN pa(wr | 8') = _
2 G1+ P2

The soft-news policy persuades all decision-makers after seeing s and believers after see-
ing s’. Thus, believers choose the expert’s preferred action with probability one, whereas
sceptics choose it with a positive probability (but smaller than one) in either state. The
expert alternates information of different accuracy. The message s’ is not credible enough
to persuade sceptics but ensures that believers keep choosing the expert’s preferred action.
The expert leverages the believers’ credulity without completely giving up on the persuasion
of sceptics. The value of k is the maximal extent of persuasion of sceptics, which is possible
without affecting believers’ behaviour.

Proposition 1 (Optimal persuasion). Let I ={1,2}, ¢1 > 1 and ¢ < 1. The unique optimal
policy s either the hard-news policy or the soft-news policy. The hard-news policy is optimal
if and only if

0 ¢1g1 —¢2
) 2 T - Do (®)

In words, the hard-news policy is optimal if 1.) decision-makers have sufficiently similar
beliefs or 2.) the fraction of believers is sufficiently small or 3.) the expert’s favourable state
15 sufficiently likely from his perspective.

By Proposition |1} three parameters influence optimal persuasion:

1. Deciston-makers’ polarization, that is, ¢1 — ¢9: The larger ¢, is, the higher is the in-
centive to use the soft-news policy. Indeed, it is easier to leverage believers’ credulity
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Figure 3: Posterior beliefs (in blue) with the soft-news policy.

using the message s’. In other words, it is easier to prevent believers from taking the
expert’s undesired action. The smaller ¢, is, the smaller is the incentive to use the
hard-news policy. Indeed, it is more costly to persuade sceptics using the message s:
the credibility of s requires revealing the unfavourable state with a higher probability.
The difference ¢; — ¢ is a proxy for polarization, as the underlying beliefs become more
extreme as such difference grows. Therefore, the higher polarization is, the higher the
incentive to use the soft-news policy;

2. Fraction of believers, that is, g;: The larger the subgroup of believers (the higher g;),
the higher is the incentive to retain believers (and the lower the incentive to persuade
sceptics). This implies a higher incentive to use the soft-news policy;

3. Expert’s prior belief, that is, u°(-): The lower the expert’s belief of his favourable state
10 (w1), the higher the cost of revealing the unfavourable state wy to all decision-makers
with the hard-news policy. In other words, the expert values his ability to mislead (at
least) believers, especially when he is very unconfident about his favourable state being
the true state of the world. It follows a higher incentive to use the soft-news policy.

Proposition 1| relates to Kamenica and Gentzkow| (2011) in the following way. [Kamenica
and Gentzkow| (2011)) assume a common prior belief and, if the decision-maker is a sceptic,
the hard-news policy is optimal. Heterogeneous beliefs give rise to a new type of optimal
policy - the soft-news policy - pointing out the importance of decision-makers’ polarization
for optimal persuasion. Moreover, Kamenica and Gentzkow| (2011]) argue that if a decision-
maker chooses the expert’s undesired action, then it must be the case that the state is one
where such action is optimal. However, this holds only if the expert uses the hard-news
policy. With the soft-news policy, sceptics may choose the expert’s undesired action even if
it is not optimal for them. Finally, persuasion is always optimal when decision-makers have
heterogeneous beliefs. The expert uses either the hard-news policy or the soft-news policy.
Babbling is never optimal.

Lemma 2 (Blackwell’s criterion). The hard-news policy is more informative than the soft-
news policy, according to the order over distributions of posterior beliefs defined by | Blackwell
(1953).

A policy 7 is more informative than 7’ according to Blackwell| (1953)) if the distribution
of posterior beliefs induced by 7 constitutes a mean preserving spread of the distribution of

12



posterior beliefs induced by 7’. Following this definition, truth-telling is the most informative
policy, as the posterior belief is either 0 or 1. Instead, babbling leaves beliefs unchanged, and
thus it is the least informative policy. The hard-news policy is more informative than the
soft-news policy, for all decision-makers. Indeed, it induces more dispersion in the posterior
beliefs through the residual message, which reveals the unfavourable state for the expert.

As Figures [a] and [4b] show, the effect of polarization on the informativeness of the mo-
nopolist’s policy is non-monotonic. Polarization increases informativeness (i.e., the range of
posterior beliefs). However, there is a discontinuity point, that is, when the expert shifts
from the hard-news policy to the soft-news policy. Therefore, having some degree of het-
erogeneity in beliefs is beneficial, as it increases the quality of the information provided by
the expert. However, if polarization becomes too high, the expert changes policy. Lemma
shows that the soft-news policy is less informative than the hard-news policy.

Example. I consider the example from the introduction. There are two states of the world:
either a vaccine is safe or it has side effects. The pro-government media wants to persuade
citizens that the vaccine is safe. There are two groups of citizens, 1 and 2, and ¢, = ¢» = %
Group 1 are believers whereas group 2 are sceptics, with prior beliefs u{(Safe) = 0.7 and
p9(Safe) = 0.2 respectively. Therefore, ¢; = % and ¢y = }1. Each citizen decides whether to

get vaccinated. Using Definition [3] the hard-news policy can be represented as follows:

w ‘ Safe ‘ Side Effects
s safe side effects
m(s|w) 1 0.25 0.75

The message safe persuades sceptics. To be credible, the pro-government media needs to
commit to sending the message side effects often enough when the true state is “Side Effects”.
Using Definition 4] the soft-news policy can be represented as follows:

w ‘ Safe ‘ Side Effects
s safe anecdotal safe
m(s|w) 0.64 0.36 0.16 0.84

The soft-news policy consists of two messages. The message safe (e.g., clinical trials)
persuades sceptics but has a low chance to be misleading (that is, to induce decision-makers
to choose the wrong action). The message anecdotal safe (e.g., vague comparisons of benefits
and risks) has a higher chance to be misleading but persuades only believers.

The advantage of the soft-news policy is that believers get vaccinated with probability
one. With anecdotal safe the pro-government media leverages believers’ credulity. Mean-
while, it does not give up entirely from the persuasion of sceptics (message safe).

Given citizens’ beliefs, whether the soft-news policy is better than the hard-news policy
only depends on the pro-government media’s belief. In particular, by the pro-government
media uses the hard-news policy only if its belief of the vaccine being safe is larger than %
When sufficiently uncertain about the existence of side effects and if citizens have sufficiently
polarized beliefs, the pro-government media uses the soft-news policy[”]

The natural question to ask is then: What happens if we allow a no-vax media to provide
alternative information? The following section provides an answer.

15In Section [7] I discuss some possible caveats of this example.
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5. Media Pluralism

In this section, I study how the existence of multiple experts affects the quality of information
and the welfare of decision-makers. I restrict attention to a setting with two experts with
different preferred actions. Formally, J = {«, 8} with a, = a; and ag = ay. Full revelation
(i.e., truth-telling by both experts) is the equilibrium when decision-makers have unlimited
attention (Gentzkow and Kamenica, 2017alb; Ravindran and Cui, 2020). In the following,
I introduce limited attention and show that full revelation is not an equilibrium. Media
pluralism is actually harmful to decision-makers as it deteriorates the quality of information.

Limited attention implies that each decision-maker can only devote attention to one ex-
pert. In other words, either j; = a or j; = 3 for any decision-maker d € D. The problem for
each expert j is identical to the one solved previously. However, the composition of his audi-
ence H; is now endogenous. The distribution of prior beliefs each expert faces is the result of
the optimal attention choices of decision-makers. The allocation of attention and the optimal
policy are chosen simultaneously by each decision-maker and each expert, respectively.

The objective function of each decision-maker is her subjective probability of choosing the
correct action (that is, her expected payoff). Suppose that a decision-maker d € D; devotes
attention to the expert j € J. Mathematically, this probability can be expressed as follows:

() = Z Z mi(s]wr)pd (wi)1 {U(Md(wl |3)) = ak}

SESJ' Wi eQ

Lemma 3 (Decision-maker’s payoff). The policy 7; is truth-telling if and only if \;(7;) = 1.
If m; is babbling, then \i(m;) = pf(wn), where m = argmax, oy 5 (wy). It holds that

Intuitively, the subjective probability of taking the correct action is maximal when an
expert reveals the state of the world. Without information, a decision-maker of subgroup
chooses the action associated with her most plausible state given prior beliefs: uY(w,,) is the
corresponding subjective probability of taking the correct action. Persuasion cannot decrease
such a probability compared to the no information case. In particular, an expert can change
a decision-maker’s behaviour. However, this requires the expert to reveal some information
and makes the decision-maker (weakly) better off. Therefore, A;; := A\;(7;)—pd(wnm) > 01is the
subjective information gain from persuasion. I do not assume confirmation bias: babbling is
the least desired policy by decision-makers. Even if the assessment of quality is subjective,
each decision-maker prefers any informative policy (i.e., any policy with positive information
gain) to babbling.

Definition 5 (Target). For any expert j € J, a target is a subgroup i € I of decision-makers
whose persuasion constraint holds with equality, given the policy of expert j. Let T} be the
set of targets for expert j.

By Lemma the set of targets is non-empty. A hard-news policy targets sceptics,
whereas a soft-news policy targets sceptics and believers. A subgroup being a target means
that the expert tailors his policy to persuade marginally decision-makers belonging to such
subgroup and thus renders them exactly indifferent between the two actions.

Lemma 4 (Zero information gain for a target). For each expert j € J and each i € T}, it
holds that A;; = 0.
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Lemma [4] states that when a subgroup is a target of an expert, such decision-makers re-
ceive zero information gain when devoting attention to this expert. Intuitively, an expert re-
veals only the information that is strictly necessary to persuade decision-makers of a targeted
subgroup. Being a target is a sufficient condition for zero information gain from persuasion |

Lemma [4] shapes decision-makers’ incentives regarding the allocation of attention. The
optimal allocation of attention for a decision-maker d € D; is given by ja4(7a, 73), and ja(-) = j
requires that j € argmax;.; A;;. In other words, each decision-maker devotes attention to the
expert that grants her the highest information gain. Crucially, each decision-maker wants
to avoid being a target, as in that case A;; = 0.

Any equilibrium is thus characterized by a vector (7, 7g, j1,. .., jp|)- The set of decision-
makers who pay attention to the expert j (his audience) is H; = {d € D|jq(-) = j}. Each pol-
icy must be a best response for the corresponding expert: for a given audience H;, each expert
J uses his optimal policy 7,;(H;). At the same time, the allocation of attention must be con-
sistent with decision-makers’ incentives. In particular, for any expert j € J and any decision-
maker d € Hj, it must hold that ju(7.(H,),7s(Hg)) = j. I define two categories of equilibria:

Definition 6. An equilibrium is “symmetric” if any two decision-makers of the same sub-
group 1 € I pay attention to the same expert j € J. Otherwise, the equilibrium is “asymmetric”.

Here, I continue to assume I = {1,2} with ¢; > 1 and ¢, < 1. Importantly, decision-makers
of subgroup i = 1 (i = 2) are believers (sceptics) of w; and sceptics (believers) of wy. There
are three symmetric equilibrium candidates, namely:

1. Monopoly. All decision-makers devote attention to the same expert: H, = D or Hg = D.
The optimal policy follows Proposition [I} The non-active expert is indifferent between
any policy;

2. Echo chambers. Each expert collects attention only by his believers: H, = D; and
Hpg = D,. Therefore, for each expert the optimal policy is babbling;E]

3. Opposite-bias learning. Each expert collects attention only by his sceptics: H, = Dy
and Hg = D,. Therefore, for each expert the optimal policy is his hard-news policy.@

Proposition 2 (Equilibrium). Let J ={«a, 8} and I = {1,2}, where decision-makers of sub-
group 1 (2) are believers from the perspective of expert o (3). Echo chambers with babbling
15 the unique symmetric equilibrium such that both experts are active.

In echo chambers, persuasion is unnecessary because each expert faces only his believers.
At the same time, given babbling by both experts, decision-makers have no incentive to
deviate because each expert provides zero information gain. Therefore, echo chambers are
an equilibrium.

An equilibrium with a monopolist requires that the non-active expert provides zero in-
formation gain. Otherwise, the targets of the monopolist would find it beneficial to deviate.
However, the non-active expert is indifferent between any policy, thus he could provide a

6 However, it is not a necessary condition: decision-makers whose behaviour is not affected by beliefs
updating have zero information gain as well.

"Each expert could use any policy that does not change believers’ behaviour. I assume that each expert
breaks indifference in favour of babbling. This assumption is without loss of generality because a policy
is associated with positive information gain only if it changes decision-makers’ behaviour. Babbling is the
unique optimal policy when the expert pays a cost to generate information.

18The soft-news policy is useful to retain believers. Therefore, it cannot be optimal when only sceptics
devote attention.
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positive information gain. To support this equilibrium, the expert must break indifference
in favour of babbling (or equivalent policies).

By Lemma [2| opposite-bias learning would be desirable as each expert would use his
hard-news policy. However, opposite-bias learning cannot be an equilibrium because it is
not coherent with each decision-maker’s incentives. Each sceptic can get a strictly positive
information gain by becoming a believer of her like-minded expert. Indeed, when a sceptic
deviates and devotes attention to her like-minded expert, she is not a target given the like-
minded expert’s policy. In other words, the like-minded expert does not tailor information
to manipulate his believers’ behaviour. That is why sceptics benefits from the deviation.

Echo chamber of 3
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Figure 5: Allocations of attention that can support an equilibrium, when 0 (w:) = pg(w2) =
1—70, gb1:2and qbg:%.

The game has also asymmetric equilibria (see Figure . A necessary condition is that
decision-makers of the same subgroup are indifferent about the allocation of attention. There
exist asymmetric equilibria where one expert uses either his hard-news policy or his soft-
news policy (i.e., informative expert), whereas the other expert is babbling (i.e., babbling
expert). To support these equilibria, the babbling expert must collect attention only from
his believers. If this is not the case, babbling is not optimal (Proposition . Thus, the
informative expert collects attention from all his believers and some of his sceptics. If the
informative expert uses his hard-news policy, his sceptics are targets (i.e. zero information
gain, from Lemma {]) and thus indifferent about the allocation of attention, whereas his
believers are strictly better off by devoting attention to him. If the informative expert uses
his soft-news policy, all decision-makers are targets and thus indifferent about the allocation
of attention. There also exist asymmetric equilibria where each expert uses his soft-news
policy. All decision-makers are targets of each expert. Thus, each decision-maker gets zero
information gain independently of the allocation of attention. Any allocation of attention
that makes it optimal for each expert to use his soft-news policy constitutes an equilibrium.
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Proposition 3 (Harmful Media Pluralism). For any competitive equilibrium, there exists a
monopoly outcome such that information gain and information quality are (weakly) higher
for all decision-makers.

Proposition 3| implies that decision-makers are worse informed when there exist multiple
experts. When decision-makers have limited attention, media pluralism leads to an unrav-
elling of information provision. Imagine two experts committing to informative reporting
policies. Each decision-maker has an incentive to sort herself into the audience of her like-
minded expert to achieve a higher information gain. However, this leads decision-makers
to cluster into echo chambers which, in turn, decreases experts’ incentives for information
provision. In particular, an echo chamber is harmful because the expert faces only his be-
lievers, and the best response is babbling. Thus, those decision-makers who cluster in an
echo chamber receive information of lower quality than in a monopoly. Indeed, a monopolist
uses either his hard-news policy or his soft-news policy (Proposition : these policies pro-
duce some dispersion in posterior beliefs, whereas babbling leaves beliefs unchanged. Hence,
babbling is less informative according to [Blackwell (1953)’s order. Moreover, in terms of
information gains, those decision-makers who are not targets of the monopolist are strictly
worse off in echo chambers. The monopoly outcome also outperforms those asymmetric
equilibria where each expert uses his soft-news policy. This result follows Lemma [2| and all
decision-makers being targets in these asymmetric equilibria.

Example. An asymmetric equilibrium could fit the COVID-19 vaccination example. The
pro-government media collects attention from believers and sceptics and, thus, uses his hard-
news policy. The no-vax media exploits his echo chamber and provides information that
amounts to babbling. Therefore, decision-makers in the no-vax echo chamber are less in-
formed than in a monopoly. Citizens who are sceptical about vaccinations understand that
the pro-government media tailors information to change their behaviour. Therefore, a scep-
tic has no advantage from devoting attention to the pro-government media and could decide
to join the no-vax echo chamber. The number of citizens that the pro-government media can
persuade to get vaccinated depends on the equilibrium allocation of attention. Sceptics may
cluster into the no-vax echo chamber and get confirmatory news. Their worldview cannot
change and, thus, they are not willing to get vaccinated. An implication of this result is that
herd immunity is unachievable if the no-vax echo chamber is too large.

6. Extensions

6.1. Platform

The negative effect of media pluralism relates to the endogenous allocation of attention
by decision-makers. In this section, I show that media pluralism can enhance information
quality when the allocation of attention is exogenous for decision-makers. [ assume that
there exists a third agent (a platform) that chooses the allocation of attention to maximize
the average quality of information that decision-makers receive, which I denote with ¥ and
formally define with equation in the Appendix. Let J = {a, 5}, ao = a1, ag = ay and
I ={1,2}. T assume that decision-makers of subgroup 1 (2) are believers of state w; (ws),
that is, ¢; > 1 and ¢y < 1. The timing is as follows. The platform chooses g¢;; for any
subgroup ¢ € I and any expert j € J. Then, each expert j solves (f]). By Lemma [2] the
most informative policy (among those that are compatible with each expert’s incentives) is
the hard-news policy. By Proposition |1| (in particular equation in the Appendix), each
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expert uses his hard-news policy if there are not too many believers in his audience:

. O(wy) + ol (w
1o < Gy = L) * Oall(c) )
115 (wr) + 18, (wa)
0 1,0
. prg(wa) + - pg(wn)

pg(ws) + éﬂ%(wl)

I label g, and gg as the degrees of tolerance of experts o and 3, respectively. The degree of
tolerance is the maximum fraction of believers an expert can have in his audience without
finding it optimal to use his soft-news policy.

The previous conditions represent a constraint for the platform that chooses the alloca-
tion of attention to induce each expert to use his hard-news policy. There is no equivalent
constraint when the allocation of attention is chosen by decision-makers, and this explains
echo chambers. Indeed, given that each expert uses his hard-news policy, decision-makers
have incentives to become believers. However, this makes the hard-news policy suboptimal
for each expert and traps decision-makers into echo chambers.

A hard-news policy is more informative for a believer than for a sceptic. Therefore, the
platform would like to allocate believers to like-minded experts (gia,g25 1). However, this
is effective only if each expert uses his hard-news policy, and this requires the presence of
enough sceptics (g1a, gos ). Some believers can be allocated to each expert without affecting
his incentives to use his hard-news policy: (9)-(10) must hold. The following proposition
summarizes the cases where the platform can find an allocation of attention (where both
experts receive attention) that outperforms a monopoly in terms of .

Proposition 4 (Platform). A benevolent platform strictly prefers media pluralism to monopoly
if any of the following conditions holds:

1. FEach expert uses his soft-news policy as monopolist;
2. Each expert can tolerate more than one believer for each sceptic, that is §a, gp > %

3. The expert a (B) uses his hard-news policy as monopolist but jo < 5 (4s < 3), whereas
the expert B (o) has degree of tolerance Gs > 5 (4o > 3) but he uses his soft-news policy
as monopolist.

If condition [T holds, then by Lemma[2any allocation of attention that gives to each expert
incentives to use his hard-news policy (for instance, opposite-bias learning) is better than any
monopoly. If condition [2 holds, the platform can exploit the fact that each expert is willing
to use his hard-news policy even if there are more believers than sceptics in his audience.
Therefore, the platform can increase the mass of believers receiving a hard-news policy,
compared to any monopoly. If condition 3| holds, the platform can induce the expert with the
highest degree of tolerance to use his hard-news policy by allocating some of his believers to
the other expert. This is beneficial because overall there are more believers than in monopoly.

As a final remark, opposite-bias learning is never optimal for the platform. Indeed, each
expert uses his hard-news policy, but each decision-maker is a sceptic. The platform can
increase W by allocating some but not too many believers to like-minded experts. Alterna-
tively, the platform can increase ¥ inducing a monopoly with hard-news policy. Therefore,
even if opposite-bias learning is better than echo chambers (and any other equilibrium in
Section , an heterogeneous audience is necessary to exploit fully media pluralism.
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Figure 6: The value of ¥ when uf(w) = u%(wg) = 1—70, ¢1 =2 and ¢, = 5. In this example,
assuming additionally that the two subgroups have equal size, a monopoly is outperformed
by a setting with two experts where each expert uses his hard-news policy. In a monopoly ¥
amounts to %, whereas the platform can achieve ¥ equal to %. The platform allocates atten-
tion to expose as many believers as possible to hard-news policies, that is, g1 = g25 = 0.653.

6.2. Many Decision-makers

In this section, I show that my results continue to hold with any arbitrary set I of subgroups
of decision-makers. First of all, I consider finitely many subgroups, each one endowed with
a different prior belief.

Proposition 5 (Optimal Persuasion). Let I = {1,..., R} with R > 2, ¢1 < 1 and ¢r > 1.
The unique optimal policy is either a hard-news policy or a soft-news policy. A hard-news
(soft-news) policy is optimal if a subgroup of sceptics (believers) has the highest value of being
persuaded marginally.

Proposition 5| shows that optimal persuasion is robust to heterogeneity within believers
and sceptics. The expert uses a hard-news policy if the subgroup with the highest value
as a target is a subgroup of sceptics. Next, I use such insight to extend the analysis to a
continuous distribution of decision-makers’ beliefs.

Proposition 6 (Optimal persuasion). Let F(x) be a distribution with support [0,00) and
0
density f(x) >0 Vz. Let ¢; := pl) | Then, the expert j with ratio of prior beliefs ¢;

1 (w2)
uses a hard-news policy if a solution ¢ € [0,1] to the following equation erists
h(g) = — (11)
¢j+ ¢

and condition holds. Note that h(x) := lf};’a) is the hazard rate function.
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It is possible to evaluate the quality of the information in real-world settings using con-
dition . A researcher needs to know the distribution of decision-makers’ beliefs and the
expert’s belief. Then, condition predicts whether the expert uses a hard-news policy
or a soft-news policy7|

As an example, T assume that F' is the exponential distribution. In other words, F'(z;n) =

1 —e™ where 7 is a parameter. A special property of this distribution is a constant hazard
rate, that is, h(z) = n. Therefore, equation [L1|implies ¢ = £ — ¢; and, by Proposition |§|7 the

n

expert uses a hard-news policy if n > ﬁ Fixing ¢; = 1, Figure |7| depicts two examples of
J

density functions that imply different optimal policies.
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Figure 7: The black line at ¢ = 1 separates sceptics (at the left) from believers. When
1 =1, the majority of decision-makers are sceptics and, thus, a hard-news policy is optimal.
By contrast, a soft-news policy is optimal when n = %, because many decision-makers are
believers.

Lemma 5 (Blackwell’s criterion). A hard-news (soft-news) policy is more informative the
more extreme are the prior beliefs of its target(s). The ranking of the policies in terms of
informativeness is subgroup specific.

More extreme targets (i.e., targets with beliefs closer to either 0 or 1) induce a more
disperse distribution of posterior beliefs: the policy moves closer to truth-telling. Lemma
extends Lemma [2} some decision-makers may find a soft-news policy more informative than
a hard-news policy if the former targets more extreme sceptics. See condition in the
Appendix.

19Gimilar knowledge could derive, for instance, from surveys.
20Gitmez and Molavi| (2022) show that a hard-news (soft-news) policy is optimal if the distribution of
prior beliefs is single-peaked (single-dipped).
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Proposition 7 (Equilibrium). In any symmetric equilibrium, at most one expert is infor-
mative.

The key mechanism behind this result is the following: for any allocation of attention
and respective optimal policies, when both experts are informative, there exists at least
one target who can deviate and get a positive information gain. This implies that, in any
equilibrium, at least one expert is babbling.

The existence of more than two subgroups of decision-makers generates additional sym-
metric equilibria, which I label partial echo chambers. In these equilibria, an ordered subset
of believers (those with the most extreme prior beliefs) join the echo chamber of the babbling
expert. The other expert gets attention from the remaining decision-makers, including some
of his sceptics. Thus, he uses either a hard-news policy or a soft-news policy or, in other
words, he is an informative expert. Given babbling, nobody outside the echo chamber wants
to join it. At the same time, any believer within the echo chamber would become the most
sceptical decision-maker of the informative expert in case of a deviation: given the informa-
tive expert’s policy, her behaviour would not change. Therefore, this deviation would yield
zero information gain, and this supports the equilibrium.

Proposition 8 (Harmful Media Pluralism). For any competitive equilibrium, there exists a
monopoly outcome such that information gain and information quality are (weakly) higher
for all deciston-makers.

The negative effect of media pluralism (Proposition |3) extends in a setting with any arbi-
trary distribution of decision-makers’ beliefs. When comparing monopoly with partial echo
chambers, a case distinction is necessary. If the informative expert as monopolist uses a hard-
news policy, media pluralism is harmful because information gains are (weakly) lower, and
those decision-makers who cluster into the echo chamber receive babbling. When the infor-
mative expert uses different soft-news policies in monopoly and partial echo chambers, some
decision-makers might be better off in partial echo chambers. In this case, media pluralism is
harmful to all decision-makers if the targets are strategic substitutes. In particular, decision-
makers are worse off - in terms of both information gains and information quality - if both
targets are less extreme in partial echo chambers than in monopoly. Intuitively, this sufficient
condition should hold because the targeted sceptics are (by construction) less sceptical in
partial echo chambers, and thus the expert might be tempted to retain less extreme believers.

6.3. Other Extensions

The results of this paper extend on many other dimensions, which I briefly describe in this
section. The online Appendix includes a more detailed discussion. First, when attention
is costly rather than limited, my results are robust for any positive cost. By contrast, full
revelation is an equilibrium only when attention is costless (or, equivalently, unlimited). Sec-
ond, T study what happens if decision-makers pay an entropy cost to process information.
An entropy cost is a form of confirmation bias: any positive confirmation bias makes echo
chambers the unique robust equilibrium. Third, if decision-makers can pay a cost to be
second-movers, the results are robust if this cost is high enough (the higher polarization,
the lower the threshold). By contrast, full revelation is the equilibrium only when the ad-
justment is costless. Fourth, if experts can only partial commit to their reporting policies,
the results are robust, provided that experts have sufficient commitment power to persuade
sceptics. Fifth, when decision-makers are subject to over-inference (i.e., they attribute more
importance to the message rather than to their prior beliefs), the unique robust equilibrium
is echo chambers. Sixth, the results are robust even if the experts are not exclusively biased,
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but they also care about gathering attention. Finally, the results are robust when considering
a generic number of experts, a continuous state space and more than two actions.

7. Applications

Throughout the paper, I have considered the COVID-19 vaccination as an example to illus-
trate my results. Such an example could have some caveats. Perhaps it is controversial to
assume that the pro-government media has state-independent preferences. There is a trade-
off between economic outcomes and the time needed to eradicate COVID-19, which means
that herd immunity is a goal. However, the pro-government media is also concerned about
safety. My model applies to a vaccine that has been approved for administration. Thus, it is
safe overall. However, the pro-government media could avoid disclosing possible side effects.
Moreover, many citizens are irrational and cannot be persuaded. Hence, my model applies
to the subset of the population that is rational. I show that endogenous echo chambers can
explain why many rational citizens are still sceptical about vaccinations and can be a threat
to reaching herd immunity.

In this section, I argue that the applicability of my results goes beyond the previous
example. My findings require five assumptions: on the one hand, experts are biased and
have commitment power; on the other hand, decision-makers have heterogeneous beliefs and
limited attention. Finally, I assume that decision-makers and experts make their choices si-
multaneously. Here, I briefly discuss what is the outcome if I relax any of these assumptions:

1. Under unlimited attention, experts are in direct competition to persuade decision-
makers. As a consequence, full revelation is the unique equilibrium as discussed at the
beginning of Section [5]

2. When decision-makers share the same prior belief, experts do not face a trade-off
between persuading sceptics and retaining believers. As a consequence, each decision-
maker has zero information gain independently of the allocation of attention.

3. Trivially, an unbiased expert is truth-telling and collects all attention.

4. When experts have no commitment power, decision-makers anticipate that babbling
is optimal for each expert. Thus, decision-makers are indifferent about the allocation
of attention.

5. When the allocation of attention is more flexible than the reporting policies of ex-
perts, the latter are implicitly attention-seekers. As a consequence, full revelation is
the unique equilibrium (Knoepfle, [2020).

Therefore, each assumption is necessary for my results to hold. These assumptions allow me
to build a model able to offer insights into the real world. By contrast, the outcome when
relaxing any assumption is either full revelation or not conclusive (that is, any outcome is
an equilibrium).

My assumptions are realistic in many contexts. First of all, limited attention is a well-
established fact. About two-thirds of Americans feel worn out by the excessive amount of
news available to them (Pew Research Center, |2020). News consumers tend to interact with
a very narrow set of news sources (Cinelli et al., [2020) and have an active role in determin-
ing this selective exposure (Bakshy et al., 2015). Second, the media may have commitment
power, for instance, because of law or reputation concerns. Kamenica and Gentzkow| (2011)
discuss this assumption in detail. The media have incentives to build commitment power

23



(Min), [2021). Fréchette et al.| (2019) provide experimental evidence that news consumers re-
act to commitment power as predicted by the Bayesian persuasion theory. Third, there exist
empirical evidence of the relative inflexibility of attention habits compared to the reporting
policies of media. For instance, |[Eisensee and Stromberg| (2007)) show that politicians respond
strategically to attention habits in the context of news coverage about natural disasters. Us-
ing data from Wikipedia, (Ciampaglia et al.| (2015) show that the demand for information
(that is, the allocation of attention) precedes its supply. Attention habits make the commit-
ment assumption weaker: an expert commits not to misreport but does not commit ex-ante
to the quality of informationT| In other words, news consumers may know how the me-
dia are biased but not the quality of news before devoting attention (e.g., news consumers
see an article’s headline). Media have incentives to exploit news consumers by providing
tailored information and cannot commit otherwise. Fourth, heterogeneous beliefs are also
very likely to exist in all situations where the objective probability for a claim to be true is
ambiguous. For instance, politicians and bureaucrats may share the same goal but disagree
about the best way to achieve it (Hirsch, [2016]). Finally, whenever the true state of the
world is disputed, there are likely competing interpretations of the current state of events. If
this is true, the last requirement to apply my insights, namely competition between biased
experts, is fulfilled. McCarthy and Dolfsmal (2014) survey evidence that all media are biased,
intentionally or unintentionally.

My model applies to the design of information about political issues. A politician (or
a firm) wants to persuade voters to support a particular point of view. When the audi-
ence is heterogeneous, there is a trade-off between persuading sceptical voters and retaining
loyalists. As a result, it is optimal to provide some information. However, when attention
is limited, voters have incentives to sort themselves into more homogenous audiences - in
the extreme case, into an echo chamber - and thus, endogenously, politicians provide less
information. There is evidence of political information tailored to particular audiencesf?]
However, this could be driven by preferences (i.e., confirmation bias) rather than limited
attention. The two channels are complementary: my model shows that even rational voters
could cluster into echo chambers. I claim that the confirmation bias channel becomes less
credible (and, thus, limited attention is a more credible channel) when the information is
about seemingly non-partisan issues such as, for instance, climate change’] My model ex-
plains the existence of echo chambers in all those contexts such that decision-makers should
not have a confirmation bias. For instance, Cookson et al. (2021)) provide evidence of the
existence of echo chambers even among (professional) investors in the financial markets. In
general, in settings where a decision-maker’s utility depends primarily on her knowledge of
the state of the world and a decision-maker cannot compensate her ignorance with the feeling
of being right, limited attention is the most credible explanation for echo chambers.

Advertising represents an interesting application for my model. (Chen and Riordan/ (2008)
show that competition between differentiated products can lead to higher prices. My model
adds another negative effect: the endogenous sorting of consumers into the audience of their

2l Experts’ reporting policies are not observable before decision-makers allocate attention. This idea re-
sembles ambiguous persuasion (Beauchéne et al., [2019)).

22A recent example is Trump’s claim that the US Presidential election was fraudulent. My model offers
an explanation for why Republicans believe Biden won because of a “rigged” election, even though Trump
has failed to provide any evidence about that (Rutenberg et al., |2020]).

23Gcientists claim that climate change is real and warn that immediate intervention is necessary to avoid
a sharp increase in mass disasters, whereas corporations (especially coal and oil producers) try to dispute
such warnings. Limited attention and endogenous echo chambers can explain the existence of climate
change deniers. Similarly, believers of a long list of debunked conspiracy theories can survive within echo
chambers. The common root is widespread scepticism about Science (Achenbach, [2015)).
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respective preferred firm changes the informational content of advertising. Imagine that con-
sumers need to search for the best product given their tastes but have limited time (or atten-
tion) to process advertising of two competing firms. Each consumer finds it optimal to devote
attention to the advertising by the firm she believes supplies the best product. However, sort-
ing reduces firms’ incentives to provide informative advertising. As a result, both firms supply
uninformative advertising (echo chambers equilibrium), or one firm invests in informative
advertising, whereas the other enjoys its market niche (partial echo chambers equilibrium).

8. Conclusion

I show two main results about the quality of the information. First, it depends on agents’
beliefs. When worldviews are sufficiently polarized, a monopolist provides lower quality
information. Second, media pluralism backfires when attention is limited: increasing the
diversity of information sources reduces information quality even further. Echo chambers
arise endogenously, and as a consequence, the incentives for the media to provide valuable
information vanish.

My findings suggest that increasing media pluralism is likely to have a non-monotonic
effect on information quality. In particular, the effect is positive when there are few media
(or their ownership is concentrated) but negative as soon as there is information overload.
Limited attention introduces an additional choice for news consumers: the subset of infor-
mation to process. Policymakers should account for news consumers’ incentives to cluster
into echo chambers. T show that supporting media pluralism is a good idea only if news
consumers are sufficiently attentive to process information from diverse sources.

The standard explanation for the existence of echo chambers is demand-driven: news
consumers are biased, selfish or have some cognitive limitation. I show that there exists a
complementary and supply-driven explanation. Because of information overload, even ra-
tional and unbiased news consumers end up devoting their limited attention to like-minded
media. The latter, then, find it optimal to confirm news consumers’ beliefs. Therefore, I pro-
vide a rational foundation for confirmation bias. (Goette et al.| (2020) provide experimental
evidence that limited attention reinforces confirmation bias.

Whether the formation of echo chambers is mainly demand-driven or supply-driven is
a fundamental question to address with future research. Understanding which is the main
channel is necessary to design policy remedies. When the formation of echo chambers is
supply-driven, as I suggest in this paper, one solution is to enhance attention, but it is
unclear how to do this. An alternative is to manipulate the allocation of attention to improve
information quality. In Section [6.1], T have shown how a platform that wants to maximize the
informativeness of news should allocate attention. Such a platform can design each expert’s
audience to give him incentives to use his hard-news policy. In this way, media pluralism can
enhance the average quality of information that news consumers receive. Platforms such as
news aggregators may have the ability to shape how their users allocate attention. However,
there is no guarantee that such platforms behave as a social planner would do. Future
research should assess the impact of platforms when their objective is to maximize profits.
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A. Appendix (Proofs)

Proof of Lemma

Proof. T assume there exists ¢ € I such that g;; >0 and ¢; < 1. Otherwise, persuasion is not
necessary and babbling is the only optimal policy. I assume by contradiction that 2 s € S
such that 7;(s|ws) = ¢;m;(s|wy) for some i € I. Let {¢;} be the ordered (in ascending order)
set of constraints for each subgroup ¢ € I such that g;; > 0. If the n-th constraint holds for
a message s € S;, then the m-th constraint holds too, for any m > n. Therefore, if n-th
constraint holds there is more persuasion than if only the m-th constraint were holding,
ceteris paribus. Thus, if the n-th constraint is slack, it is beneficial for the expert to increase
the probability of the corresponding message, at the expense of the probability of a message
which satisfy only the m-th constraint. There always exists a deviation for the expert unless
at least one constraint holds with equality. O]

Proof of Proposition

Proof. The payoft for Babbling is V,, := g1, whereas the payoff for the Truth-telling policy is
V; == u%(wy). The Hard-news policy is as follows:

w ‘ w1 ‘ W9
S s S s’
! || | i :
mh(s|w) 1 2

= Vi = p(wr) + 4" (wa) 2
The Soft-news policy is as follows:

w ‘ w1 ‘ W9
s s s' s s
7s(s|w) k 1-k Pk ¢1(1-k)

= V;:=kV,+(1-k) [Mo(wl) + Mo(w2)¢1] g1

where
¢1-1
¢1— P2
Any alternative policy with m(s|w1) < k is suboptimal, because the soft-news policy increases
the probability of persuading sceptics without affecting the behaviour of believers.

Note that Vi, > V;. Hence, the expert does not use the truth-telling policy. Moreover,
Vi >V, for any ¢g; € (0,1). The hard-news policy is optimal if:

1—¢2k:¢1(1—k) — k=

Vi2 Vi <= p0(wr) +p®(wa) o 2 (10(wr) + 1 (wa) 1) 01

= 10 (w)(1-g1) 2 p°(w2) (h101 — ¢2) (12)
Note that the RHS of is increasing in ¢; and decreasing in ¢,. The difference of these
two values is a proxy for decision-makers’ polarization in terms of prior beliefs. The RHS
(LHS) of is increasing (decreasing) in gy, the share of believers among decision-makers.
Finally, the RHS (LHS) of is decreasing (increasing) in u%(w ), the expert’s belief of his
favourable state. O]

32



Proof of Lemma

Proof. First of all, the distributions of posterior beliefs induced by these two policies have
the same mean, which coincides with u?(w;) for any ¢ € I, following Bayesian plausibility.
It follows by (@— that 7, is characterized by more dispersion then m,. Indeed, with the
hard-news policy:

P1

o1+ P2

1
pho(wn |5) —uz(m |8') = B

prn(wr|8) = pa(wi]s’) =

whereas with the soft-news policy:

AN Qsl 1
pr(wi]s) = pa(wi|s’) = b1+ by 2
7 _1 ¢2
pa(wi [ 8) = po(wr|s') = 2 b1 + by
Therefore, 7, is more informative than 7, following Blackwell (1953). O]

Proof of Lemma

Proof. Assume that m; is truth-telling. Hence, m;(s|wy) = m;(s'|w2) = 1 and 7;(s|we) =
7;(s"|w1) = 0. This implies that A\;(7;) = 1. Assume that 7; is not truth-telling, and without
loss of generality 7;(s|w2) > 0. Note that either o(u;(wi]s)) = a1 or o(pi(wi]s)) = az. It
follows that \;(m;) < 1.

If 7; is babbling then, for any s € S}, a(ui(wl |3)) = . It follows that \;(7;) = pu (wn ).
Assume that there exists s € S; and wy # wy, such that 7;(s|wy) # 7;(s|wm). By (@),

o(pi(wi]s)) = ay if m;(s|wy) > ‘;Z((ZZ))WJ(SMm), and this implies that \;(7;) > pd(wy,). O

Proof of Lemma

Proof. Assume without loss of generality a; = a;. If 7; is a hard-news policy then T; = {i}
and ¢; < 1. This implies A\;(7;) = pd(wr) + pd(w2) [1 - 5] = pd(we). If m; is a soft-news
policy then T; = {i,7'} and without loss of generality ¢ > 1 > ¢,. Therefore, \;(7;) =
1 (wi)k + p (w2) [1 = ¢ik] = 1 (w2) and s (75) = pp (we). O

Proof of Proposition

Proof. Echo chambers: Given H, = Dy and Hg = Dy, babbling is optimal for each expert.
Therefore, by Lemma [3, Aj; = 0 for any ¢ € I and j € J. Therefore, j; =  and j, = 3 is
optimal for decision-makers.

Monopoly: 1 assume without loss of generality H, = D and Hg = @. The subgroup 7 = 2
must be a target. By Lemma [4] sceptics get zero information gain, that is Ay, = 0. There-
fore, jo = o is optimal only if Ays = 0. Note that [ is indifferent between any policy. This
equilibrium breaks down if 7 is such that Ayz > 0.

Opposite-bias learning: Given H, = Dy and Hg = D, the hard-news policy is optimal for
each expert. By Lemma [ Az = Ay, = 0. However, Ay,, Agg > 0. Therefore, j; = 8 and
J2 = a cannot be optimal for decision-makers. O]
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Proof of Proposition

Proof. An asymmetric equilibrium where for each subgroup i € I two decision-makers of the
same subgroup devote attention to different experts requires each expert to use his soft-news
policy. Indeed, in this case all decision-makers are targets and get zero information gain
independently of the allocation of attention: A;, = A;z =0 for any ¢ € I. These equilibria
are equivalent to echo chambers in terms of information gains. Decision-makers are (weakly)
better off in a monopoly: if the expert uses his hard-news policy, believers are better off;
whereas if he uses his soft-news policy all decision-makers are indifferent. There cannot exist
an asymmetric equilibrium such that one expert (say «) uses his hard-news policy whereas
the other expert (say (3) uses his soft-news policy. With the hard-news policy, believers (say
subgroup 1) get a positive information gain, that is, Ay, > Ays = 0. Therefore, they are
not indifferent about the allocation of attention. The alternative asymmetric equilibria is
such that one expert (say a) uses his hard-news policy whereas the other expert (say /) is
babbling. This requires the second expert to collect attention only from his believers, that
is, g2 = 1. Such asymmetric equilibria are equivalent to a monopoly with the hard-news
policy in terms of information gains. For these equilibria to exist, there must be at least
one expert such that as a monopolist he would use his hard-news policy. In this case, a
sufficiently small mass of sceptics can devote attention to the other expert without changing
the monopolist’s optimal policy. If each expert as monopolist would use his soft-news policy,
the mass of believers must be reduced to switch in favour of his hard-news policy. However,
this is not compatible with the second expert babbling.

In any equilibrium with (at least) a babbling expert, those who devote attention to the
latter receive information of the lowest quality. Indeed, babbling is the least informative
outcome following Blackwell (1953): posterior beliefs are equal to prior beliefs. Instead,
the hard-news policy and the soft-news policy produce both some dispersion in posterior
beliefs. In any asymmetric equilibrium where each expert uses his soft-news policy, each
decision-maker is equally informed. By (6)-(7),

" o_ N D102 1

p(wi|s) = p(wi|s") = pa(wi ] s) = pa(wi ] ") = 2[ 61 + o] <3
Therefore, in a monopoly each decision-maker is better (equally) informed if the expert uses
his hard-news (soft-news) policy. O

Proof of Proposition

Proof. 1 denote with g the fraction of decision-makers belonging to the subgroup 7 = 1, that

is, g = %. Note that g = gi;; when j is the monopolist. When there are two experts,
that is J = {o, 5}, g = ga + g3 where g; := %. Similarly, 1 — ¢ is the fraction of
decision-makers belonging to the subgroup ¢ =2 and 1 -g = g/, + g5 where g := w.

4

o g
Note that gia = ;%% and gs5 = ﬁ-

posterior beliefs for any subgroup of decision-makers 7 € I and any expert j € J:

{ L= if (9) holds ; { S8 if ([0) holds
i Zﬂz 1 7

o102 i $1-0s :
2(p1+¢2) otherwise N d1+09) otherwise

I define news informativeness v;; as the range of

¢io¢ =

Then, I define ¥ as the weighted sum of decision-makers’ ranges of posterior beliefs:
V= ga¢1a + g;@DQa + 9,6’%& + g;ij,B (13)
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If the expert j is the monopolist, then the average quality of information is:

‘I’;w = gihrj+ (1= g) iy
Here, I compare WM, \IIM with U to determine whether a platform can make a setting with
two experts more 1nf0rmative than a monopoly. There are two cases to consider:

1. If each expert as monopolist uses his soft-news policy - that is, @D— do not hold
given g - then a setting with two experts is always better. By Lemma |2, opposite-bias
learning is more informative than a monopoly with the soft-news policy. The platform
can do even better than opposite-bias learning by allocating some believers to each
expert, that is g,, g} > 0, making sure that (9)-(L0) hold true.

2. When at least one expert as monopolist uses his hard-news policy, the result depends
on the degrees of tolerance g, and gz. I assume without loss of generality that the
expert a uses his hard-news policy as a monopolist. First of all, I show that a setting
with two experts must be better if g,, g5 > 1. Note that, by assumption, g < g, and

UM = g(
¢1+d>2
and set gB = €. In a setting with two experts, the expert [ uses his hard-news policy

) + =2, Consider a fraction € € (0,1 - g) of sceptics of a (believers of /)

it gop = Hgﬁ < gg. This is equlvalent to gg > ( % )e =€ <e. Now, let g, = g—¢€¢ and

gn =1-g—esuch that g1, = 7= < go. It follows that:
\Ilz(g—e')( ¢1 )+1_g_€+e( o1 )+6—
b1+ P2 2 o1+ @) 2

and the change in average quality of information is positive:

!/
A\If::\ll—‘llg/lze( o1 )+€——€'( o1 )—E:(e—e')( o1 —1)>0
P+ o2/ 2 P+ o2/ 2 G+ ¢y 2
If g, > % whereas gg < %, the steps are similar but the result is opposite. Indeed, €’ > ¢
and therefore AW < 0. Hence, the monopoly (of expert ) is better. If g, < 5 whereas
gg > %, there are two cases to consider. When each expert as monopolist uses his
hard-news policy, it must be the case that g < 2 and therefore Wi > W Then, the

2
previous logic applies to the monopoly of expert 5, which is the best outcome. Instead,

when the expert § as monopolist uses the soft-news policy (that is, 1 —g > gg), the
monopoly of £ is not optimal. Here, I show that there exists a setting with two experts
that outperforms the monopoly of expert a. The idea is to mduce the expert (3 to use

his hard-news policy. Let gg = g. Then, it must hold gs5 = 75 < gs. This is equivalent
to gﬁ < ( )g > g. Let gﬁ ( )g and, by definition, g/, = 1 g- 96 It follows that:

1-¢.

U 9'5( P1 ) N 8
P1+ @2 2

and the change in the average quality of information is positive:

AV = (g’g_g)((ﬁlﬁl%)_(%;g) _ (9,2’_9)(¢1er1¢2 _%) >0

Finally, consider the case where g,, gg < % Assume by contradiction that each expert
as monopolist uses his hard-news policy and g < g, < % Therefore, it must be the case
that 1 —g > % > gs. But then the expert S uses his soft-news policy as monopolist,
contradiction. Thus, the monopoly of expert « is better than the monopoly of expert
[ and of any setting with two experts.

]
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Proof of Proposition

Proof. Let |I5| = Ry < R. T order the subgroups of decision-makers from the most sceptical
to the least:

¢1<"'<¢R2<1<"'<¢R

For any subgroup r € I, I define the value for the expert of persuading marginally subgroup
r as

R
E, = [/Lo(wl) + #U(w2)¢r] Zgi (14)
For any r,r" € I, it is possible to define the following policies:

Definition 7 (Hard-news policy). A hard-news policy m,, with target T = {r} such that
r < Ry, consists of a persuading message s and a residual message s' such that

m(s|lwi)=1 m.(s'|wy)=0

m(s|w) = b (8 |we)=1- ¢,
The hard-news policy 7, implies the following posterior beliefs:
i
¢i + gbr ’

Definition 8 (Soft-news policy). A soft-news policy 7y, ,ry, with targets T = {r,r'} such that
r < Ry and v’ > Ry, consists of two messages s,s’ such that

pi(wy|s) = wi(wy|s")=0 Viel (15)

Ty (slwr) =k mpn(s'lw) =1-k

W{r,r’}(S | wg) = ¢Tk W{T’T/}(Sl|w2) = ¢r1(1 - k)

where

_ ¢r’_1
¢r’_¢r

is strictly increasing in ¢, € [0,1] and ¢, € [1, 00].

k:

The soft-news policy 7y, /) implies the following posterior beliefs:
i Gi
Gi+ P Gi + Oy

The payoff of a hard-news policy is

pi(wr|s) = pi(wr|s) = Viel (16)

Vtr' = Er

whereas the payoff of a soft-news policy is
Vv{r’rl} = kEr + (]_ - ]{Z)ET/

The payoff from the truth-telling policy is V; = u°(w;) and V4 > V;. The payoff from babbling
is V, =Gy = ZﬁRQH%- Note that Vi, r,+1y > Vi. Therefore, babbling is not optimal. I as-
sume that there exist a unique r* = argmax, F,. It follows that a monopolist uses optimally
either a hard-news policy or a soft-news policy. This assumption rules out, for instance, any
linear combination of hard-news policies targeting different subgroups of sceptics. If r* < Rs,
a hard-news policy with 7' = {r*} is optimal. Clearly V,« >V, for any r < Ry and r # r*.
Moreover Vi« > Vi.,n as B« > B, and E,« > E. for any r < Ry and any 1/ > Ry. If 7% > Ry,
clearly Vi,.,«, > V. for any r < Ry. Therefore, a soft-news policy is optimal. However, r*
is not necessarily the target: for any r < Ry, Vi, < Vi, if there exists a subgroup of
believers 1’ < r* such that the difference F,« — E, is sufficiently small. O
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Proof of Proposition @

Proof. The value of being persuaded marginally - a generalization of expression (14) - is:

Ey = [ (w1) + 12 (w2) @] [1 - F(9)]

As suggested by Proposition bl the expert uses a hard-news policy or a soft-news policy
depending on whether the solution to max, E, belongs to [0,1] or to [1,00), respectively.
The F.O.C. is:

O (wa) [1 = F ()] = f() [10(wr) + p(w2) 9] = 0
and implies condition (1)), whereas the S.0.C. is:

=24 (w2) () = f/(0) [10(wr) + 1 (w2) ] < 0

which implies

f9) 2

f(@)  ¢j+¢
Clearly, if the F.O.C. is always negative/positive (or the S.O.C. is violated) there exist a
corner solution, namely the most valuable subgroup is ¢ = 0 or ¢ = co. Following Proposition
¢ = 0 implies the truth-telling policy, which is a special case of a hard-news policy in
this setting. Instead, ¢ = co does not imply necessarily that such subgroup is a target. The
actual targets of the soft-news policy depends on the shape of F(-). A sufficient condition
for uniqueness is an increasing hazard rate function. ]

(17)

Proof of Lemma

Proof. Let us consider two hard-news policies 7, and ., with targets T'={r} and T = {r'}
respectively, such that r» < 7/. Then, 7, is more informative than . for any i € I, according
to the order from Blackwell (1953). This follows by and ¢, < ¢r.

Now, let us consider two soft-news policies 7.,y and 7y, .y, with targets T'= {r,7’} and
T = {r,r"} respectively, such that r’ > r”. Then, 7y, is more informative than my, .~ for
any 7 € I, according to the order from Blackwell (1953)). This follows by and ¢, > Q.

Finally, let us consider a hard-news policy with target 7' = {r} and a soft-news policy
with targets T' = {r’,r"}. If r < r/, Lemma 2 extends. If r > r’/, there are two opposite
effects: on the one hand, moving from a hard-news policy targeting r to another targeting r’
increases informativeness; on the other hand, moving from a hard-news policy to a soft-news
policy reduces informativeness. For each subgroup ¢ € I, with the hard-news policy, by :

i
gbi + ¢T

piws | s) = pi(wi | s") =
whereas with the soft-news policy, by (16)):
¢ P
Qi+ Qrr it Py
The hard-news policy is more informative if the following holds:

¢i + 9257" S ¢7'” - Qbr’
¢i + ¢r ¢r” + ¢z

This condition may fail, especially if subgroup ¢ are sceptics. n

pi(wi | s) = pi(w | s") =
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Proof of Proposition

Proof. If at least one expert gathers attention exclusively from believers, then his best re-
sponse is babbling. This supports the existence of an equilibrium in some cases. More details
in the main text. Here, I focus on showing that this is a necessary condition. I assume that
both experts gather attention from some sceptics and some believers and show that this can-
not be an equilibrium. By Proposition [5| each expert j uses either a hard-news policy with
target r; or a soft-news policy with targets {r;, r;} Consider a hard-news policy. It follows:

(W2) if i <r;
)\i(ﬂ'j) = M?(Wl) 20 ((wz) [MT7(W2) ng (wl)] > [y (wz) ifie (7“J7 Ry]
g (wi) + MOI ((52)) [,Ur] (wa) - ,U(r)j (wl)] > ud(wr) if i > Ry

Therefore, A;; >0 < i>r;.
Consider a soft-news policy. It follows:

Q(CUQ) leST]
O (or )k o+ 2 (19, () =, ()] > 0 (w2) iF € (ry. R
>\i ;) = w P /
( ]) u?(wl)l{?—i- :l((j))u (wl)(]_ k‘) > 1, (wl) if 7€ (RQ,T]-)
pd(wr) ifix>r]

Therefore, Aj; >0 <= i€ (r),7]
There are three cases to analyse:

1. Fach expert uses a hard-news policy. It follows that each expert targets a subgroup
of sceptics, and they gets zero information gain. Such sceptics can deviate, become
believers of the other expert, and get a positive information gain.

2. One expert uses a soft-news policy whereas the other uses a hard-news policy. The
sceptics targeted by the soft-news policy can deviate, become believers of the other
expert, and get a positive information gain.

3. Each experts uses a soft-news policy. Let T, = {ro,7,} and Tp = {rg,r}} be the set
of targets for the experts o and [ respectively. I assume without loss of generality
that ro <rj < Ry <rg <r,. By Lemma , each target experiences zero information
gain. Those targets who have intermediate prior beliefs (in this case, 5 and rg) have
incentives to deviate, to get a positive information gain.

]

Proof of Proposition

Proof. To prove the result, I distinguish between symmetric and asymmetric equilibria.

Symmetric equilibria In the following, I compare the optimal policies of an informative
expert in two scenario: monopoly and partial echo chambers. The difference is that in partial
echo chambers some sceptics devote attention to the other expert, who is babbling. I denote
with 7 the most sceptical subgroup of decision-makers who in partial echo chambers devote
attention to the informative expert. There are two cases to consider:
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1. The expert uses a hard-news policy in monopoly. Let r be the target under monopoly.
If # < r, by Proposition p| the subgroup with the highest value of being marginal
persuaded is still 7. Therefore, the expert uses the corresponding hard-news policy.
Decision-makers of any subgroup ¢ < 7 are indifferent about the allocation of attention,
that is, get zero information gain in any case. However, because they devote attention
to the babbling expert, they get lower quality information. If # > r, then the subgroup
of sceptics that is targeted must change, and the new target is r’ > r. The new policy
could be either a hard-news policy or a soft-news policy. In both cases, all decision-
makers have a (weakly) lower information gain and, by Lemma, [5} receive information
of lower quality.

2. The expert uses a soft-news policy in monopoly with targets 7" = {r,r'}. For any 7 < Ry,
a subgroup of believers has the highest value of being marginal persuaded. Therefore,
by Proposition [5| the expert uses a soft-news policy in partial echo chambers. If 7 < r,
the expert’s payoffs do not change, thus the expert uses the same soft-news policy.
Decision-makers of any subgroup ¢ < 7 are indifferent about the allocation of attention,
but they get lower quality information. If 7 > r, the new targets are T = {i,1"}, where
i >r. Now, if ¢/ <7’ all decision-makers have a (weakly) lower information gain and,
by Lemma 5] receive information of lower quality.

In the following, I find a sufficient condition for ¢’ < r’. The optimal policy in monopoly is
the soft-news policy with the highest payoff. Therefore, it is the solution of the following
maximization problem:

max k [ (@) + 19 (w2) by ] [1 = F(00)] + (1= ) [ (wr) + 1 (w2) by ] [1 = F(60)]

subject to k = -, ¢ €[0,1] and ¢,» € [1,00). The F.O.C. are:

vl ;’j { [10(wn) + 9(w2) & ] [1 = F(60)] = [19(wr) + pd(wn) 6] [1 = F ()] }+
+hpd(wn) [1= F(0,)] = kF(67) [10(wn) + p0(w2) ] = 0
b= ;Zf {[8wn) + u0(wn)dr ] [1 = F(00)] = [12(wn) + nd(ws)or ] [1 = F()] }+

(1= k) (wo) [1= F ()] = (1= k) f(6r) [19(wn) + 15 (wa) ] = 0
In partial echo chambers, the distribution of beliefs changes. In particular, I denote with
G(-) the new distribution that the informative expert faces. By , it follows

(6) { 0 ifi<rp - G(6) { 1 ifi<?p
g\@i) = f(¢4:) oo —— L i) =) 1-F(¢i)) :r:< n
T 60 ife>7 —F (o)) ifi>r

Therefore, \IIF \IIGT and ‘IIF \Ilg for any ¢ > 7, which is the subset of possible targets of
the mformatlve expert. Because it must hold that the new targets as sceptics are a subgroup

1>, then ¢/ <r’ if the targets are strategic substitutes, that is if \Pq; <0.

There exist other symmetric equilibria where disjoint subsets of sceptics devote attention
to the babbling expert. These equilibria do not differ significantly from partial echo cham-
bers and, under the previous conditions, are worse for decision-makers than some monopoly
outcome. In particular, there cannot exists an equilibrium where ¢ devotes attention to the
babbling expert and i > r, where r is the target of the informative expert.
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Asymmetric equilibria Any symmetric equilibria described before is such that decision-
makers devoting attention to the babbling expert are indifferent about the allocation of
attention. Therefore, there exists asymmetric equilibria where decision-makers belonging to
the corresponding subgroups behave differently in terms of allocation of attention. However,
these equilibria do not differ significantly from the symmetric equilibria, and the result that
media pluralism is harmful holds true under the previous conditions.

Finally, there could exists asymmetric equilibria where both experts use soft-news poli-
cies with the same targets. If targets were different, some targeted decision-makers would
find optimal to deviate (for the same logic of the proof of Proposition[7)). I denote with F,(-)
and Fj(-) the distributions of beliefs that the two experts o and 3 face, respectively. If these
distributions are atomless, then the two experts target the same subgroups only if they face
the same distribution, that is F,(-) = F3(-) = F'(-), and have the same prior beliefs, almost
surely. Therefore, F'(-) must coincide with the distribution that a monopolist face. It follows
that the monopolist must have the same targets. Hence, these equilibria are equivalent to a
monopoly. O
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B. Online Appendix

B.1. Costly Attention

The results in my paper are derived under the assumption that each decision-maker can de-
vote attention to just one expert. Now, I endogenize this decision by allowing each decision-
maker to devote attention to a second expert at a cost ¢ > 0.

Proposition 9. Full revelation is an equilibrium if and only if ¢ = 0.

Assume that m, and 7z are truth-telling policies. It follows that X\;(m,) = \i(mg) =
Ai(my) =1 for any i € I. Therefore, it is sufficient to devote attention to one expert to max-
imize the subjective probability of taking the correct action. If ¢ = 0, decision-makers can
pay attention to both experts without any cost. This is equivalent to unlimited attention,
and full revelation is indeed the equilibrium in such a setting. If ¢ > 0, each decision-maker
strictly prefers to devote attention to just one expert, as she gains no additional information
from the second one. However, it is not optimal for the experts to reveal the true state when
decision-makers pay attention to only one expert.

The equilibria of the game are robust for any ¢ > 0. Given any equilibrium, it follows
by Proposition [7| that there is no incentive to devote attention to a second expert. Multi-
homing is not optimal because at least one expert is babbling. For instance, consider partial
echo chambers with § babbling. For any i € H,, it holds \;(7,) = A\;(7;) because 7wz does
not affects posterior beliefs, hence optimal actions. For any 7 € Hg it must be the case that
both experts are providing zero information gains, and \;(7,) = \i(m5) = Ni(7y) = pd (win ).
Therefore, decision-makers are not willing to pay ¢ > 0 to devote attention to a second expert.

B.2. Costly Information

In the paper, I assume that the information is costless to produce for experts and to process
for decision-makers. Here, I study the effects of relaxing this assumption. In particular, I
assume that either experts or decision-makers have to pay an entropy cost (Gentzkow and
Kamenica, 2014; Matyskova and Montes, 2021). For any policy 7; by expert j and any
decision-maker d, its cost is proportional to the expected reduction in uncertainty:

c(m;) = x[H (1) = 3, mi(s)H (pa("ls))]

SES]'

where H () :== = [p(w1) In(pu(wr)) + (1 = p(w1)) In(1 = p(wy))] is the entropy and x > 0 is a
parameter. The cost of babbling is zero by definition. Following Bayesian plausibility and
strict concavity of H(-),

H(pg) = H(Z 7Tj(=9)ud(-|$)) > >, mi(s)H (pa(ls))

SESj SESJ'

Therefore, it holds that ¢(7;) > 0 for any policy 7; different from babbling.

When decision-makers bear this cost, a decision-maker is not indifferent between being a
target of an expert and receiving babbling: she prefers the second option. As a consequence,
all the equilibria with one informative expert and one babbling expert, for instance partial
echo chambers, are not robust to this extension. The unique symmetric equilibrium is echo
chambers. Remarkably, an entropy cost by news consumers can be interpreted as a form
of confirmation bias. In particular, news consumers bear a cognitive cost every time they
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change their beliefs. I show that even a very small confirmation bias makes echo chambers
the unique robust equilibrium.

When experts bear this cost, the optimal policies change as shown by (Gentzkow and
Kamenica| (2014)). In particular, it is costly to induce extreme posterior beliefs. However,
the objective of an expert is to persuade decision-makers i.e., to make them just indifferent.
Extreme posterior beliefs are an indirect effect, see for instance the hard-news policy. It turns

out that a posterior belief 1 = 1 is the cheapest for an expert, that is arg max, H(u) = I

Therefore, experts keep targetian decision-makers, unless information is so costly that bab-
bling is the best option. Lemma [4] continue to hold and the incentives of decision-makers
about the allocation of attention are not affected. The game has the same equilibria but
costly information reduces the overall quality of information. Nevertheless, the negative

effect of media pluralism on quality continues to exist.

B.3. Multi-Homing

In Section B.I] I show that decision-makers have no incentive to devote attention to a
second expert in equilibrium. Here, I assume that some decision-makers are exogenously
multi-homing and study the impact on the equilibria of the game.

The first result is that full revelation cannot be achieved unless all decision makers have
unlimited attention. Given truth-telling by the rival, multi-homing decision-makers can-
not be persuaded. Therefore, the expert can focus on single-homing decision-makers and
persuade them. This incentive exists independently on the share of single-homing decision-
makers. Indeed, there is no cost on the multi-homing side from using a policy different from
truth-telling.

Differently, targeting multi-homing decision-makers is costly for an expert because it
lowers the probability to persuade single-homing decision-makers by € arbitrarily small but
positive. Therefore, when the set of multi-homing decision-makers has zero measure, there
is no incentive to deviate (by Lebesgue’s theorem). In this case, the equilibria of the game
are robust.

When there is a positive mass of multi-homing decision-makers and experts find it op-
timal to target them, this creates the same undercutting incentives that exist with compe-
tition under unlimited attention. Therefore, a policy involving persuasion of multi-homing
decision-makers cannot be part of an equilibrium. Theorem 5b in Dasgupta and Maskin
(1986)) can be used to establish the existence of mixed-strategy equilibria. However, the
characterization and the interpretation of mixed-strategies is a hard task. It is not possible
to establish a priori whether the consequent equilibrium of the game is better or worse than
a monopoly in terms of information quality.

B.4. Alternative Timing

In the main text, I assume that optimal persuasion and the allocation of attention are si-
multaneous. Now, I examine the possibility that the two are sequential.

If the allocation of attention is chosen before persuasion takes place, my results extend.
Remarkably, a monopoly is a much more credible equilibrium in this case. The allocation of
attention cannot react to optimal persuasion by a monopolist. Therefore, it does not matter
what is the policy of the non-active expert in the second stage of the game.

If the allocation of attention is chosen after persuasion takes place, babbling by both
experts (with any allocation of attention) is not an equilibrium. Suppose, by contradiction,
the opposite. Believers take each expert’s preferred action, but any expert can deviate and
persuade also his sceptics with positive probability (for instance, with his soft-news policy).

42



To do so, it is sufficient to provide a strictly positive information gain, which requires to
avoid targeting sceptics.

At the same time, truth-telling is the equilibrium policy. If any expert deviates, he does
not collect attention. Therefore, he is not able to persuade, and indifference follows. This
result is in line with [Knoepfle (2020). Experts are implicitly attention-seekers: persuasion
is effective only if an expert gets attention in the second stage. Optimal persuasion involves
targeting of some decision-makers. However, by Lemma (4] a target gets zero information
gain from persuasion. Therefore, she is unlikely to devote attention in the second stage of
the game.

The latter setting is in line with the literature on media bias, where consumers buy news
knowing the media’s reputation or slant (Gentzkow et al.l 2015). In turn, the latter is in-
fluenced by the incentive to steal consumers from the rival, and this is likely to generate
beneficial competition. My approach is different because I assume that persuasion is rather
flexible compared to the attention habits. Experts behave strategically taking as given the
allocation of attention, and this is a source of persuasion power.

B.5. Second-movers

In this section, I maintain the timing as in the paper. However, decision-makers have the
faculty of adjusting their allocation of attention at a cost ¢ > 0 after the reporting policies
have been settled.

Proposition 10. Full revelation is the equilibrium if and only if ( = 0.

Full revelation requires all decision-makers to be second-movers. Assume by contradiction
that there is one decision-maker who does not adjust her attention habit to experts’ report-
ing policies. Then, the expert who receives her attention has an incentive to persuade her.
Indeed, given truth-telling by the rival, the expert can deviate from truth-telling: he loses
the attention of the second-movers, but this does not affect his payoff. At the same time,
given full revelation, a decision-maker is not willing to pay a positive cost to be a second-
mover. Indeed, she is already achieving the highest payoff, independently of whom she pays
attention. Therefore, full revelation is the equilibrium only if ( = 0 and all decision-makers
are second-movers.

The equilibria that I have identified in the paper are robust if ¢ is large enough. I take
the perspective of expert o without loss of generality. Fxpert o can attract second-movers
of subgroup ¢ only if ¢ < \i(m,) — Ai(7s). As an illustration, I consider the echo cham-
bers equilibrium. In this case, expert o can attract his sceptics ¢ = 2 as second-movers if
Ao(7a) 2 19 (we) + . Therefore, a sufficient condition for the robustness of echo chambers is
¢ > p9(w1). Remarkably, the higher polarization (the more extreme believers’ prior belief),
the lower the threshold of ¢ for echo chambers to be robust. If ¢ < pS(wq) and pl(w1) > g1,
then truth-telling is a beneficial deviation for expert «. Indeed, expert « prefers to attract
his sceptics and reveal the truth to all decision-makers instead of exploiting his echo chamber.
If this is not the case, expert o must persuade sceptics (to some extent) to find it optimal to
deviate from echo chambers. However, this lowers sceptics’ payoff and hence the threshold
for ¢ that makes echo chambers robust. Finally, when ( is positive but small enough, there
exist mixed-strategy equilibria, as in Section

B.6. Partial Commitment

In the paper, I assume that the experts can fully commit to their reporting policies. Trivially,
in a cheap talk model the unique possible outcome is babbling by experts, and therefore the
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model has no predictive power. Here, I study the intermediate cases between cheap talk and
Bayesian persuasion, in the spirit of Min| (2021)). In particular, I assume that with probabil-
ity 0 € (0,1) the expert can deviate from his reporting policy. Therefore, each decision-maker
expects that:

e with probability 1 -0, the message she receives is originated from the expert’s optimal
policy T;

e with probability J, the message amounts to babbling.

This changes the way each decision-maker updates beliefs, and therefore changes the per-
suasion constraints. I assume that the expert wants to persuade to take action a;. The
persuasion constraint for subgroup 7 is:

(slen) < dum(slen) + (5 ) (6= 1) (19

Clearly, when ¢ = 0 the persuasion constraint becomes . One first result of partial
commitment is that it may make impossible to persuade sceptics. An expert can design a
hard-news policy targeting a subgroup ¢ of sceptics only if ¢; > 4.

The second effect of partial commitment is that a targeted sceptic has a positive informa-
tion gain. In order to see this, I generalize the definitions of hard-news and soft-news policies:

Definition 9 (Hard-news policy). A hard-news policy m,, with target T = {r} such that
r < Ry and ¢, > 0, consists of a persuading message s and a residual message s’ such that

m(s|lw1) =1 7 (s"|wi)=0

¢r=0 ’ _ _¢7‘_5
s (s we) =1 3

The corresponding subjective probability of taking the correct action is:

mr(s|we) =

12 (w2) ifi<r
0 w: . .
() = | (1= 0)pd(wr) + 252 [1n(wn) = p(wn) ] + 6 (wn) if i € [r, Rs]
0 w2 oo
p0(wn) + S5 [0 (ws) — p0(wr)] if i > R,

Therefore, A; >0 < 1 >7.

Definition 10 (Soft-news policy). A soft-news policy ¢, with targets T = {r,r'} such
that r < Ry, ¢ >0 and r' > Ry, consists of two messages s, s’ such that

Toey(slwi) =k 7wy (s'|w) =1-k

) )
Ty (8]w2) = o,k + (1—_5) (¢r=1) 7y (8'|w2) = @ (1-F) + (1—_5) (¢ —1)

where 5 186, + 6 0
= C 1- .+ P —
k= iy and c:= T

The corresponding subjective probability of taking the correct action is:

) 12 (wa) ifi<r
M) = 4 (L= Dm0k + S [ (we) ~ (o) (1= 8) + )]+ 8pif(en) il i€ [1. Ro]
’ (1—5)M?(W1)k+ﬂg(u}2)[¢r'(((1—)7<?)(1—5)+5)—5]+5M?(w1) if@;(R%T')

12 (w1 if i >

44



Therefore, A; >0 < i€ [rr').

As a consequence, all the equilibria which rely on targeted sceptics being indifferent
about the allocation of attention (i.e., the asymmetric equilibria) do not exist with partial
commitment. Instead, the symmetric equilibria (echo chambers and partial echo chambers)
are robust to this extension.

Even if targeted sceptics have a positive information gain, the most moderate among
targeted sceptics still have incentives to become believers of the other expert. For instance,
when both experts a and § use hard-news policies with targets T, = {r,} and T3 = {r3}
such that ¢,, <1 < ¢,,, decision-makers of subgroup 7, (r3) have incentives to deviate if

Gr >

and therefore Proposition [7] extends.

¢71ﬁ (gbra < t) A similar reasoning applies for any combination of experts’ policies,

B.7. Non-Bayesian Persuasion

Decision-makers with limited attention are probably unwilling to use a complex updating rule
such as Bayesian updating. Drawing from the insights in|de Clippel and Zhang| (2020), I study
my model under the following generalized version of the persuasion constraint for subgroup i:

(s |ws) < Gfm(s|wi) (20)

where p > 0 is a parameter. Clearly, when p =1 the persuasion constraint becomes .
When p € (0,1), decision-makers are subject to base-rate neglect or over-inference. Instead,
when p > 1, decision-makers overweight priors or are subject to under-inference. Let g%z = ¢l
Given a distribution of beliefs’ ratio ¢;, p € (0, 1) makes the distribution of (ﬁz more moderate,
whereas p > 1 makes it more extreme. In particular, if p € (0,1) then bi > &, for any i < Ry
and ngZ < ¢; for any i > Ry, whereas if p > 1 then (ﬁz < ¢; for any i < Ry and gbz > ¢; for any
i > R,. This is important because ¢; is relevant for the expert’s information design, whereas
decision-makers keep evaluating information based on their original priors. It follows that:

0 o
~ 13 (w2) ifi<r
Ai(r) _{ W(w) (i +1-¢,) ifi>r
12 (wa) ifi<r
/\,‘(7‘(’{7«77“/}) = /,L?(WQ)(QZ%]{? +1- Qbrk?) ifie [T, ’I“,)
1 (w1) if i > 7’

Therefore, A, < 0 if ¢, < ¢,, that is if p ¢ (0,1). Targeted sceptics have a negative infor-
mation gain when are subject to base-rate neglect or over-inference. In this scenario, the
unique equilibrium of the game is echo chambers.

When p > 1, the targeted sceptics have a positive information gain. However, as in
Section [B.6, the most moderate among targeted sceptics still have incentives to become be-
lievers of the other expert. In particular, either A, (75) > A\, (70) <= (¢, ®r;)? > by, OF
Ay (Ta) > Ay (m5) <= (¢, &r, )P < &y, hold. Therefore, Proposition [7] extends.

B.8. Profit-maximizing experts

In the paper, I assume that experts are biased. Each expert has a preferred action and
achieves positive utility only if a decision-maker takes such an action. Here, I modify ex-
perts’ preferences by introducing a second component that captures each expert’s desire to
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gather attention. In particular, the payoff of expert j from a decision-maker who takes action
a € A and devotes attention to expert jg € J is:

uj(a,ja) = 1{a=a;} +v1{ja=j}

See for a comparison. The models are equivalent when v = 0. FEach expert is better
off the larger is his audience, but this does not affect the equilibria of the game. Indeed,
when experts decide their reporting policies, they take as given their respective audiences.
In other words, a change in 7; can influence the action a taken by a decision-maker d but
does not affect her allocation of attention j4. In particular, an expert does not expand his
audience by making his reporting policy more informative. Therefore, his reporting policy
is oriented uniquely by the persuasion motive, as in the baseline model.

B.9. Homogenous Experts

With unlimited attention, having two experts with the same preferences does not affect
information provision compared to a monopoly.

Proposition 11 (Homogeneous experts). Consider J = {«, 3} and assume a, = ag and
pd(wi) = pg(wi). In the equilibrium one expert (say o) behaves as a monopolist whereas the
other one (say B) is babbling.

Given babbling by /3, a uses the optimal policy as monopolist (Proposition . The two
experts have the same preferences and the same belief. Therefore, the policy of « is opti-
mal also for 8. There is no incentive to change the posterior beliefs by providing further
information. Hence, babbling is optimal for .

The entry of (potentially many) experts with the same preferences and belief as the in-
cumbent is not affecting information provision. The intuition is that the entrant cannot
refine the optimal policy of the incumbent ]

With limited attention, two experts using the same policy can be active. Indeed, each
decision-maker is indifferent about her allocation of attention, as each expert provides her
the same information gainf% This allows to extend the prediction of my model beyond a
duopoly. The existence of additional experts has the effect of splitting attention, but it does
not affect the equilibria of the game qualitatively.

With costly attention, a decision-maker could rationally pay attention to multiple experts
providing her a positive information gain. However, multi-homing triggers a strategic re-
sponse by the experts (Proposition. In this setting, the unique equilibrium is a monopoly.

B.10. Micro-Targeting

In the paper, persuasion is public. By contrast here, I assume that decision-makers are
micro-targeted: each expert uses a specific policy for each subgroup of decision-makers. Let
7 be the policy of expert j € J which targets subgroup i € I. In a monopoly, 7} is bab-
bling if subgroup ¢ are believers, whereas it is the hard-news policy if subgroup ¢ are sceptics.
This follows from Kamenica and Gentzkow| (2011). With multiple experts and single-homing
decision-makers, \;(7%) = p1)(wy,) for any i € I and any j € J. In words, there cannot be a
positive information gain from persuasion, for any decision-maker. This follows from Lemma

and Lemma[d] Therefore, decision-makers are indifferent about the allocation of attention.

2 Experts with heterogeneous beliefs can have different optimal policies (in monopoly). However, there is
no incentive to undercut the rival because the preferred actions coincide.

251f the experts use different policies, then decision-makers have incentive to devote attention to the most
informative one.
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An expert benefits from the possibility to target many different decision-makers. By
contrast, the effect of micro-targeting on decision-makers is ambiguous: believers are always
worse off, but the sceptics might benefit. For instance, assume that public persuasion is
given by a soft-news policy. With micro-targeting, each subgroup of sceptics is tailored with
a specific hard-news policy, and she could be better informed by Lemma

Here, the equivalence between public and private persuasion (Kolotilin et al.; 2017) fails
because the expert knows the prior beliefs of each decision-maker.

B.11. Many States

In this section, I examine how my model can be extended allowing for more than two states of
the world. A first approach is to consider a continuous state space i.e. € := [0, 1] while keep-
ing the action binary i.e. A := {ag,a;}. Here, I adopt a setting similar to Guo and Shmaya
(2019). Each agent [ € [uJ has distinct prior beliefs with full support: pf(-) € A, (), where
1) (w) is agent I’s belief that the state is w. Following Bayesian updating, posterior beliefs are:

m(s|w)pf(w)
Ni(w | ‘9) = o
Jo m(s|w)pd(w)dw’
I assume that each decision-maker follows a threshold rule: she wants to take action a; if

and only if the state w is above a threshold w. It follows that the optimal action for each
decision-maker of subgroup ¢ becomes:

o) = { ay if [ pi(w)dw > §

a9 otherwise

Upon receiving message s, the implied persuasion constraint is

[ sl [nslw)p )i

In such a setting, I keep the restriction of two subgroups of decision-makers, believers (i = 1)
and sceptics (i = 2). A believer is such that f; 1 (w)dw > 3,
fu_)l p9(w)dw < % As in the baseline model, the optimal policy focuses either on persuading
sceptics or on retaining believers. However, the structure of the optimal policy changes.

If the focus is to persuade sceptics (hard-news policy), then a candidate optimal policy

must satisfy the following constraint:

whereas a sceptic is such that

[ @)= [ n(slwppe)ds o)

I denote with IIy the subset of policies such that holds. Note that in the baseline
model Il is singleton, whereas here the expert has degrees of freedom on the distribution
of probability for each state w € [0,w]. By , the incentive of the expert is to pool states
with high 1i(w), while fully revealing others.

If the focus is to retain believers (soft-news policy), then a candidate optimal policy must
satisfy the following constraints:

[ sl = [ n(slw)bo)ds (22
[ 1om@yo= [ n(s 1wk )i (23)
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I denote with ITg the subset of policies such that (22))-(23)) hold, and note that in the baseline
model Ilg is singleton. In this case, the goal of the expert is to maximize the probability of
persuading sceptics subject to the constraint that believers chooses the preferred action with
probability one. The incentives of the expert are difficult to disentangle, as these depend on
0w, 19(w) and ().

However, even if the structure of the optimal policy changes, my results are not affected.
In particular, Lemma [4] generalizes to this setting. Note that

v/;wug(w)dw: ‘/;wﬁ(8|w)ug(w)dw+/:7r(3’|w)ug(w)dw

which implies

[owﬂ(sl‘w)ﬂg(w)dwz foﬁﬂg(w)dw—fowﬂ(sw)ug(w)dw

It follows that sceptics get zero information gain. By (22),

M) = [ r(slopdds s [Cn(sw)ybyds= [ i)

Hence, Ay = 0. Lemma [4] characterizes the incentives of decision-makers about the allocation
of attention. Therefore, the effect of media pluralism with limited attention is unchanged.

More than two actions The analysis of optimal persuasion becomes generally intractable

when the cardinality of €2 is equal to the cardinality of A. I define ¢;(w,w’) := 55((;’,)) for
any w,w’ € (. A message s persuades decision-makers of subgroup ¢ that the state is w if
m(s|w') < ¢i(w,w)m(s|w) for any w’ € Q. Decision-makers of subgroup i are true believers
(sceptics) of state w if ¢;(w,w’) > 1 (< 1) for any w’ € Q. A hard-news policy can target true
sceptics. A soft-news policy can solve the trade-off between persuading true sceptics and
retaining true believers. Therefore, if an expert faces only true sceptics and true believers,
the result of Proposition |p|extends. However, different policies could be optimal if there exist
decision-makers who believe that some states are a priori more plausible than w, whereas
others are not. Even in this scenario, there exists a decision-maker i (who is sceptical of w
relative to some other states) who is the target of the expert. Therefore, her information
gain is zero. For instance, consider the following policy 7:

n(s|lw) =1, w(s|w')=¢i(w,w"), 7w(s'|w)=1-¢(w,w") forany w' +w
which implies:
Ai(m) = 1 (w) + [1= di(w, )] i (w") = i (w") = A;=0

where w'” = arg max,, 1Y (w). Thus, targeted (true) sceptics have incentives to deviate, as in
the baseline model. Therefore, my results should not be affected by the existence of many
states of the world and corresponding actions. For instance, Proposition [2] extends to this
setting. True believers clustering into echo chambers is an equilibrium. Indeed, no informa-
tion is provided, and hence the decision-makers do not have incentives to deviate. Similarly,
Proposition [7] holds true. Targeted sceptics have zero information gain also in this setting.
Therefore, they want to deviate unless there is at most one informative expert.

26 A full characterization of prior beliefs requires |Q|! subgroups of decision-makers. Unlike Section
there is no useful ordering of the subgroups of decision-makers.
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B.12. Biased Decision-makers

In the paper, decision-makers are unbiased in their utilities. All the results are driven exclu-
sively by heterogeneous prior beliefs. Now, I show that the same results can be obtained in
a setting where decision-makers share a common prior belief 1°(w;), but each subgroup of
decision-makers i is endowed with a vector of biases b; := {0¥},eq. The utility of a decision-
maker of subgroup i is u;(a,wy) = 1{a = a; }b¥. See (1)) for a comparison. The corresponding
optimal action is as follows:

w

. b;
(11, b:) { w i) 2 e

as otherwise

Upon observing message s, action a; is chosen if and only if:

b 10 (wr) b5
plw|s) > W — m;(s|ws) < uo(wg)b?z

A model with unbiased decision-makers and heterogeneous beliefs is equivalent to a model
with biased decision-makers and a common belief only if, for any 7 € I and any w € €,

by = Z EE:; This follows immediately from the comparison of conditions (3) and (24). Note
that b > 1 if and only if 49 (w) > u°(w). Hence, a larger bias is equivalent to a decision-maker
having a higher prior belief that the state w is the true state. Remarkably, this multiplica-
tive bias is different from the common definition of bias. In the literature, the utility of
biased decision-makers depends on the action, but not on the state. By contrast here, each
decision-maker has a strict preference to take the correct action given the state. The bias is
limited to each decision-maker valuing some states more than others ex ante.

Hu et al|(2021) consider a model where decision-makers have different default actions.
Given a common belief, each decision-maker would take her default action. Decision-makers
of subgroup i are characterized by a specific threshold ¢; € [0, 1] for the posterior belief which
makes them indifferent:

mi(s|wr) (24)

N aq if u(wl) >
o(pc) _{ as  otherwise

w2

Thus, the models are equivalent if ¢; = =7-—=5.
? b 1 +b; 2
k2 k2
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