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#### Abstract

Following early economist Francis Y. Edgeworth's proposal to measure people's hedonic experiences as they go about their daily lives, we use a smartphone app that randomly asked a panel of 30,936 UK residents ( $N=2,235,733$ ) over the course of eight years about their momentary feelings and activities, to derive a causal parameter for the value of time (VOT), a key input into cost-benefit analyses. Exploiting the randomisation of messages for identification, we arrive at a VOT of $£ 8.3$ ( $\$ 11.2$ ) per hour, considerably smaller than estimates currently used by UK Government. While our parameter is more generalisable than previous ones, applying across a broad range of activities and their contexts, our unique data and method also allow us to derive activity-specific estimates. These closely resemble those from studies using revealed preferences, suggesting that using hedonic experiences to value intangibles may lead to very similar results as observed behaviour. We are the first to estimate the VOT (or indeed


any intangible) using hedonic experiences in real-time, which has the potential to value other intangibles too.
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## 1 Introduction

Time matters a great deal to people. How individuals spend their time determines to a large extent how satisfied they are with their lives overall (Smeets et al., 2019), and in particular, how happy they are on a moment-to-moment basis (Kahneman et al., 2004; White and Dolan, 2009; Bryson and MacKerron, 2017). The significance of time for people's lives has led some to argue that time is the ultimate scarce resource. Following this line of argument, the term time poverty has recently gained traction (Giurge et al., 2020), to describe those who have plenty in material wealth but are poor in time, with an active research agenda to reduce it (Hershfield et al., 2016; Whillans et al., 2016, 2017, 2019).

To the extent that markets fail to provide the means for people to optimally allocate their time (e.g. through investments into time-saving infrastructure such as roads or railways), there is an economic rationale for public policy to intervene. Indeed, it is estimated that the average UK road user loses about 115 hours to congestion every year, albeit with major disparities between areas (149 hours in London, compared to 98 in Edinburgh or 75 in Hull). In the US, the loss is estimated to be about 100 hours ( 149 hours in Boston, 103 in Los Angeles, and 82 in Atlanta) (INRIX, 2019b,a). These figures point towards a huge potential for investments. But how shall economists value time and associated time savings, key inputs into cost-benefit analyses?

Time has received rather little attention in economics, relative to other concepts. Yet, there exists an established literature that attempts to put a price tag on time, dating back to classic time allocation studies such as Becker (1965), in which market goods and time are inputs into household production and a time budget is split between labour and leisure such that leisure time is optimally valued at the prevailing wage rate; Johnson (1966), Oort (1969), and Evans (1972), who develop the idea that working hours themselves cause disutility, so that leisure time is valued at more than the wage rate; or DeSerpa (1971), who introduces constraints in time allocation. Today, most empirical studies attempting to estimate the value of time (VOT) look at reductions in search, travel, or waiting time. They can be broadly categorised into two streams.

The first, which relies on stated preferences and includes mostly discrete choice experiments or contingent valuation studies, directly asks people how much they would be willing to pay for, for example, a hypothetical reduction in travel time due to a new toll (Calfee and Winston, 1998). The second relies on revealed preferences and consists of either observational studies, e.g. observing road choices with different travel times and tolls, or choices of potential ride shares with different waiting times and prices (Lam and Small, 2001; Small et al., 2005; Fezzi et al., 2014; Buchholz et al., 2020); quasi-natural experiments, e.g. studies that exploit exogenous variations in gas prices across areas and record the willingness to queue longer for a lower price, or that look at speeding (Deacon and Sonstelie, 1985; Wolff, 2014); or natural field experiments, e.g. studies that experimentally manipulate bundles of waiting times and prices offered to users of ride-sharing apps (Goldszmidt et al., 2020). While stated-preference studies typically estimate the VOT to be less than $25 \%$ of the mean wage rate, observed behaviour often reveals much higher values, typically in excess of $75 \% .{ }^{1}$

At their core, studies relying on revealed preferences go back to the early economist Irving Fisher (18671947) and his concept of "backwards-inducing" people's optimal choices from their observed behaviour (cf. Fisher, 1892). Overcoming issues of stated preferences such as attitude expression, social desirability, or strategic answers, they are often considered the gold standard to value intangibles, including time.

Yet, underlying these studies lies the fundamental assumption that people act rationally and with perfect foresight: once they are - either by chance or by experimental manipulation - presented with different choices, for example between different waiting times and payments to reduce them, they choose the option that maximises their welfare, thereby revealing their true preference for time. While this assumption has desirable analytical properties, it also brings with it three fundamental problems.

First, we know from research on heuristics and biases that how choices are presented matters a great deal for choice behaviour, e.g. whether choices are presented in a gain or a loss frame, like "time saved" or "time lost" (Kahneman and Tversky, 1979; Tversky and Kahneman, 1981; Kahneman and Tversky, 1984), which is particularly problematic for stated but may befall revealed preferences too. Likewise, well-documented

[^0]cognitive biases in intertemporal choice such as present bias are likely to also systematically bias how individuals value time itself (Thaler, 1981; Loewenstein and Prelec, 1992; Laibson, 1997). Second, what exactly constitutes search, travel, or waiting time may be subjective. Related, the concept of subjective time perception suggests that the perceived passage of time is not the same as chronological time (Read, 2001; Prelec, 2004; Bradford et al., 2019), and what matters is the context in which that passage is experienced, e.g. time spent waiting with a friend or a loved one may be experienced quite differently than time spent waiting alone, or may not be experienced as waiting at all (Kim and Zauberman, 2013; Xu et al., 2020). Third, studies relying on revealed preferences implicitly assume that individuals are capable of ex-ante predicting the welfare consequences of different choices at the point of decision-making.

Yet, economic agents may not be perfectly informed about their own preferences and what influences their welfare under different conditions. In fact, there is a large body of evidence on prediction errors in economics (Loewenstein et al., 2003; Loewenstein and Adler, 2005) and on failures in affective forecasting in psychology (Wilson and Gilbert, 2003), showing that individuals make large, systematic errors when predicting the welfare consequences of particular choices and events (cf. Odermatt and Stutzer, 2019).

We propose an alternative method - experiential valuation based on experience-sampling - to estimate the VOT. In particular, our method does not require individuals to ex-ante predict the welfare consequences of different choices at the point of decision-making but, instead, looks at their hedonic experiences once they have made their decisions. ${ }^{2}$ Or, put differently, it does not rely on how individuals think what the welfare consequences of different choices will be but, instead, relies on how they actually feel while experiencing them.

The idea behind experience-sampling goes back to the early economist Francis Y. Edgeworth (18451926), a contemporary of Fisher, who, in his treatise Mathematical Psychics (1881), argued that new technical developments would make it possible to develop a hedonimeter, which would allow economists to directly measure utility on a physiological basis. ${ }^{3}$ Already acknowledging that individuals are prone

[^1]to making systematic errors, Edgeworth envisioned the hedonimeter as a "psychophysical machine, continually registering the height of pleasure experienced by an individual, exactly according to the verdict of consciousness, or rather diverging therefrom according to a law of errors" (Edgeworth, 1881, p. 101).

Our method to estimate the VOT builds on Edgeworth's hedonimeter, although with three key differences: while Edgeworth's vision was to directly measure utility, our measure of hedonic experiences does not have to be equal to utility. For our purpose, it is enough that individuals sufficiently care about their experiences and that these matter for their choice behaviour. Fortunately, for our measure - whether an individual feels happy - there is now a sufficiently large evidence base using choice experiments and vignette studies suggesting that individuals care a great deal about how happy they are, in general and on a moment-to-moment basis (cf. Benjamin et al., 2012; Adler et al., 2017). Edgeworth himself suggested 'happiness' for his hedonimeter, being fully aware of its imperfections. ${ }^{4}$ The other differences are more practical in nature: we collect data using self-reports, in discrete rather than continuous time.

Our hedonimeter light is a smartphone app that sampled the hedonic experiences of 30,936 UK residents ( $N=2,235,733$ ) longitudinally as they went about their daily lives during the years 2010 to 2017. Our app messaged these individuals at random points in time and asked them (i) how happy they felt at that particular point in time, (ii) where they currently were, (iii) who they were with, and (vi) what they were currently doing. Whilst replying, their location was recorded using GPS.

We use these rich panel data to estimate the VOT. In particular, we closely follow the literature by estimating the willingness-to-pay to reduce waiting time. Our method has three steps: exploiting the randomisation of messages by the app, we first estimate the causal effect of waiting or queueing on respondents' happiness when randomly messaged. We then calculate the marginal rate of substitution between waiting
measurement (i.e. via human perceptions) and thus favoured indirect measurement (i.e. via observed behaviour). He argued that a "physicist would certainly err who defined the unit of force as the minimum sensible of muscular sensation" (Fisher, 1892, p. VI). Of course, this begs the question as to how much observed behaviour itself can be trusted if behaviour follows from perception.
${ }^{4}$ Edgeworth, like many of his contemporaries, was rather pragmatic. For example, on cardinality and interpersonal comparability, he argued that the "greater uncertainty of hedonimetry in the case of others' pleasures may be compensated by the greater number of measurements, a wider average; just as, according to the theory of probabilities, greater accuracy may be attained by more numerous observations with a less perfect instrument" (Edgeworth, 1881, p. 102).
and income, to obtain the income equivalent respondents would be willing to pay in order to avoid waiting. Finally, we duration-adjust that willingness-to-pay to exactly one hour, exploiting data on the share of responses respondents report to be waiting amongst all activities. Our regressions look at within-individual variation when randomly messaged, controlling for 41 other activities respondents may be simultaneously engaged in. We also control for where they currently are (i.e. at home, at work, or elsewhere; indoors, outdoors, or in a vehicle); who they are with (i.e. partners, children, other family members, colleagues or classmates, friends, other people they know, or alone or with strangers); meteorological conditions (i.e. air temperature, wind speed, precipitation, cloud cover and sunshine, and daylight); and region and time (i.e. Middle Layer Super Output Area, holiday-season, hour-of-day, day-of-week, month and year) fixed effects.

We obtain an average willingness-to-pay to reduce one hour of waiting time - our preferred estimate of the VOT - of about $£ 8.3(\$ 11.2) .{ }^{5}$ While our estimate is more generalisable than previous ones, applying across a broad range of activities and their contexts rather than looking at a single domain, our unique data and method also allow us to derive activity-specific estimates. For a reduction in waiting time during travelling or commuting, for example, individuals would be willing to pay, on average, about $£ 13.0$ (\$17.7) per hour. This is similar to the estimate by Goldszmidt et al. (2020), who use natural field experiments amongst users of the Lyft ride-sharing app (about \$19). However, it is considerably smaller than estimates currently used by UK Government. ${ }^{6}$ Compared to hourly wages in the UK in 2021, our generalised estimate of the VOT is about $59 \%$ of the median wage, which is $£ 14.1$ (\$19.2) (Office for National Statistics, 2021). Using this estimate, and noting that respondents in our study spend, on average, 21 minutes per day waiting, either by itself or while doing other things, we calculate that the total monetised hedonic welfare loss to the UK from waiting across all activities and contexts is about $£ 65.7$ billion ( $\$ 89.1$ billion) per year, or about $3.4 \%$ of GDP.

When estimating the VOT via a reduction in waiting time, we estimate it via a reduction in a bad.

[^2]However, freeing up one additional hour of time not only reduces the displeasure from waiting one hour but also allows people to put that hour to alternative, ideally good, use, by spending it on relatively more pleasurable activities instead. Our method gives us the unique opportunity to move beyond existing studies, which lack data on what people are doing beyond a narrow domain, by estimating a novel counterfactual: the value of opportunity time (VOOT), i.e. the value of the additional hour of free time that is obtained from reducing one hour of waiting time and that can be re-allocated to other activities, holding selection into activities constant. Applying the same methodology as for the VOT, we obtain a VOOT of about £9.1 (\$12.4) per hour. The VOOT provides a natural upper bound to the monetary value of one hour of time, which lies within the interval [VOT; VOOT], i.e. $£[8.3 ; 9.1](\$[11.2 ; 12.4])$.

Our method has several key innovations over existing studies. First, it does not rely on choice architecture and how choices are presented to individuals. Second, it allows individuals to judge for themselves what constitutes waiting time. In line with the importance of subjective time perception, subjectivity is an important asset here. Third, it allows us to derive an estimate of the VOT that is more generalisable than previous ones, applying across a broad range of activities and their contexts rather than looking at a single domain, while being flexible enough to provide activity-specific estimates. Our sample is also broader, covering a wider range of individuals than studies relying on small-scale experiments or specific subgroups like ride-share users. Finally, and most importantly, our approach does not assume that individuals act rationally and with perfect foresight, capable of ex-ante predicting the welfare consequences of their choices at the point of decision-making.

To the best of our knowledge, our paper is the first to document how people actually feel when waiting or queueing, exploiting the only experience-sampling study that includes this variable. Perhaps unsurprisingly, respondents experience it as unpleasant. More interesting, however, is just how unpleasant it is: amongst all 42 activities recorded, waiting or queueing ranks third to bottom, outranked only by being sick in bed and care or help for adults. Interestingly, this experience seems to be universal: we find little evidence of heterogeneity by different demographic (i.e. age, health status, or having children) or socio-economic
characteristics (i.e. income). Our paper is the first to exploit hedonic experiences in real-time to estimate the VOT (or indeed any intangible). To differentiate our method from that using accounts of self-reported life satisfaction to value intangibles - which is often referred to as experienced preference valuation (Kahneman and Sugden, 2005; Welsch and Ferreira, 2014) - we refer to it as experiential valuation.

Our paper contributes to the literature in transportation and infrastructure economics that attempts to value time, which mostly looks at reductions in search, travel, or waiting time and which, so far, relies exclusively on stated or revealed preferences (Deacon and Sonstelie, 1985; Calfee and Winston, 1998; Lam and Small, 2001; Small et al., 2005; Fezzi et al., 2014; Wolff, 2014; Buchholz et al., 2020; Goldszmidt et al., 2020). Our paper adds an alternative method. It also contributes to the literature, mostly in public and environmental economics, that uses accounts of self-reported life satisfaction for non-market valuation (van Praag and Baarsma, 2005; Luechinger, 2009; Luechinger and Raschky, 2009; Maddison and Rehdanz, 2011; Levinson, 2012; Krekel and Zerrahn, 2017; von Möllendorff and Welsch, 2017; Dolan et al., 2019, 2021). Our paper shows how hedonic experiences in real-time can be used as an alternative.

## 2 Data and Methods

### 2.1 Data

At the core of our study are individual-level panel data which we collected via a smartphone app called Mappiness. ${ }^{7}$ The app was developed for iPhone and was distributed via Apple's App Store from 2010 onwards at no charge. It gained prominence and popularity in the UK thanks to broad coverage in traditional and social media. For example, the app was highlighted in the Featured section of Apple's App Store for more than two weeks after its launch, and it has heavily featured on social networking sites like Facebook and Twitter as well as on television (i.e. the BBC), radio, and in the specialist and mainstream press. As a result, a much broader range of individuals self-selected into using the app compared to other, often much

[^3]smaller-scale experience-sampling studies. Participation was incentivised by providing participants with regular, personalised feedback on their happiness in different contexts. Participants could take part in the study for as long as they wished. The median days of participation were 52 , with mean 143 and standard deviation 467. Appendix Figures A1 to A4 show screenshots of the app.

After downloading the app, participants (who had to be above 18 years of age) first had to give their informed consent to take part in the study. Then, they were forwarded to a short intake survey which was integrated into the app and asked to provide basic demographic and socio-economic information, including their age, gender, marital status, health, employment status, and overall satisfaction with life, as well as certain household characteristics (i.e. the number of adults and children living in the household and household income). The survey was completed only once, before any data on hedonic experiences were collected so as to not prime respondents when these were asked about their momentary feelings. Table 1A shows summary statistics of our intake survey.

## Table 1A about here

After completing the intake survey, the app started operating. In particular, participants were messaged (pinged) at random times during their days (the default being twice a day between 8 am and 10 pm ) and asked to complete a short experience-sampling survey. ${ }^{8}$ This randomly recurring survey asked participants to report on, in the following order to avoid priming: (i) how happy they felt at that particular point in time (i.e. hedonic experiences); (ii) where they currently were (i.e. place and location, single choice, including at home, at work, or elsewhere, as well as indoors, outdoors, or in a vehicle); (iii) who they were with (i.e. company, multiple choice, including partners, children, other family members, colleagues or classmates, friends, other people they know, or strangers or themselves only); and (vi) what they were currently doing (i.e. 42 activities, multiple choice). The exact timestamp of the response was recorded, and so was the precise location using GPS. The median number of responses was 16 , with mean 46 and

[^4]standard deviation 116. Note that, after completing the intake survey, respondents went on to complete a test experience-sampling survey. We routinely discard this first experience-sampling survey so as to focus on truly randomised surveys only. The randomisation algorithm is described in detail in Section 2.3.

## Table ?? about here

Our outcome is feeling happy, which is obtained from a slider asking respondents: "Do you feel happy?". Answers range from zero ("Not at all") to 100 ("Extremely"), the initial position being the midpoint. Our variable of interest is waiting or queueing, which is a binary indicator that takes on value one if respondents selected "Waiting, queueing" when asked: "Just now, what were you doing?".

We merge these panel data with administrative data on meteorological conditions from the UK Meteorological Office Integrated Data Archive System (MIDAS) (Met Office, 2006a,b). These data include air temperature in degrees centigrade, wind speed in knots, a binary indicator for any precipitation during the hour prior to the response, binary indicators for any cloud cover and sunshine, and a binary indicator for daylight. Exploiting the exact geographical coordinates of responses, we link each response with the meteorological conditions reported by the weather station nearest to the response location at the nearest available date and time.

Our estimation sample is restricted to respondents who reply within 60 minutes to the most recent random ping and who complete the experience-sampling survey within five minutes. It covers the entire UK, including England, Wales, Scotland, and Northern Ireland. The sample contains 2, 235, 733 observations from 30, 936 individuals over the course of eight years, i.e. from 2010 to 2017

### 2.2 Estimation

Drawing on this panel, our preferred specification is:

$$
\begin{align*}
y_{i t}=\alpha & +\delta \text { Waiting }_{i t}+\beta_{1}^{\prime} A_{i t}+\beta_{2}^{\prime} P_{i t}+\beta_{3}^{\prime} L_{i t}+\beta_{4}^{\prime} C_{i t}+\beta_{5}^{\prime} M_{i t}  \tag{1}\\
& +r+t_{s}+t_{h d}+t_{d w}+t_{m}+t_{y}+u_{i}+\epsilon_{i t}
\end{align*}
$$

where $y_{i t}$ is the happiness of respondent $i$ at point in time $t$; Waiting ${ }_{i t}$ is a dummy that equals one if the respondent reports to be waiting or queueing when randomly messaged by the app, and zero else; and $A_{i t}$, $C_{i t}, P_{i t}, L_{i t}$, and $M_{i t}$ are vectors of contemporaneous controls. $A_{i t}$ includes dummies for 41 other activities the respondent may report to be doing (simultaneously) at the same time (e.g. a respondent may report to be waiting or queueing while travelling or commuting or while being at a theatre, dance, or concert, which may result in very different hedonic experiences of waiting or queueing). $P_{i t}$ includes dummies for the place the respondent reports to be at, which can be (exclusively) at home, at work, or elsewhere, whereas $L_{i t}$ includes dummies for the location, which can be (likewise exclusively) indoors, outdoors, or in a vehicle. ${ }^{9} C_{i t}$ includes dummies for the company the respondent reports to be in at the time, which can include multiple individuals: partners, children, other family members, colleagues or classmates, friends, other people they know, or strangers or themselves only. Finally, $M_{i t}$ are meteorological conditions, including air temperature in degrees centigrade (dummies for five-degree bands), wind speed in knots (dummies for four-knot bands), precipitation as a dummy for any rain during the hour prior to the response, cloud cover and sunshine as dummies for any cloud cover and for sunshine (no sun, any sun, and continuous sun), and daylight as a dummy for daylight at the response location, date, and time. Weather may be a potential confounder that may influence both happiness and the likelihood to be waiting or queueing. As with the other activities, the same logic applies: waiting outside in sunshine while talking to a friend may result in a very different hedonic experience of waiting or queueing) than waiting alone, outside in bad weather.

Apart from these time-varying confounders, we control for a wide range of spatial and temporal fixed effects. In particular, $r$ are region fixed effects at the Middle Layer Super Output Area (MSOA) level that capture time-invariant unobserved heterogeneity in the geographical area where respondents report

[^5]to be located when randomly messaged by the app. There are 8,925 such areas in our estimation sample. Moreover, $t_{s}$ are holiday-season, $t_{h d}$ hour-of-day, $t_{d w}$ day-of-week, $t_{m}$ month, and $t_{y}$ year fixed effects that net out systematic differences across time and that flexibly account for time trends. Finally, $u_{i}$ are individual fixed effects that capture time-invariant unobserved heterogeneity at the respondent level, e.g. time preferences, patience, genetic determinants and set points of happiness (cf. Okbay et al., 2016), or other individual-specific factors that may influence both happiness and may make some individuals more likely to be waiting or queueing than others. Our model is estimated using OLS, with robust standard errors clustered two-way at the region and respondent levels.

We are interested in the partial correlation coefficient $\delta$ : it is the within-person change in happiness associated with becoming engaged in the activity waiting or queueing (as opposed to not becoming engaged in that activity), holding everything else constant. It has a general interpretation, applying across all activities and their contextual characteristics. We are also interested in the response share $s$ associated with waiting or queueing (i.e. the share of responses that respondents report to be waiting or queueing amongst all responses in percent, which we exploit to derive a duration in minutes and to conduct a social welfare analysis). For ease of exposition, we rewrite Equation 1 as:

$$
\begin{equation*}
y_{i t}=\alpha+\delta \text { Waiting }_{i t}+\beta^{\prime} X_{i t}+r+T+u_{i}+\epsilon_{i t} \tag{2}
\end{equation*}
$$

where $X_{i t}$ is a composite vector that includes $A_{i t}, P_{i t}, L_{i t}, C_{i t}$, and $M_{i t}$, whereas the composite vector $T$ includes $t_{s}, t_{h d}, t_{d w}, t_{m}$, and $t_{y}$.

### 2.3 Identification

Randomisation Algorithm. We rely on a simple, random, and non-predictable algorithm for scheduling messages asking participants to complete an experience-sampling survey. The algorithm has four steps:
first, it allocates three blocks of equal duration during the daily start and end time. ${ }^{10}$ Second, it allocates a buffer at the end of each block (of $0.25 \times$ the block's duration) to avoid having two consecutive messages being too closely spaced in time. Third, it picks a random moment within each block, avoiding the block's buffer. Finally, it moves each randomly picked moment forward by the same amount of time, randomly chosen to be between zero and the block's duration, wrapping from the end of the day to its start, to reduce predictability while ensuring a uniform probability sample. The algorithm, thereby, effectively randomises messages and the daily start and end times. Figure ?? illustrates our randomisation algorithm for the case of three messages per day between 8 am and 10 pm .

Identifying Assumption. Our identification strategy exploits the randomisation of messages by the app. In particular, when exactly during the day (or night, if the smartphone is switched on and the app is active) a respondent is messaged to report on happiness $y_{i t}$, place $P_{i t}$ and location $L_{i t}$, company $C_{i t}$, and activities $A_{i t}$ is random and hence orthogonal to the outcome of the respondent. When exactly a respondent is messaged is also orthogonal to the start and end time of each activity: random messaging ensures a uniform probability distribution, allowing us to capture a respondent at the start, end, or any time in-between with equal probability. Finally, when a respondent is messaged is orthogonal to other activities the respondent may be simultaneously engaged in at the time and the contexts in which these take place. Some activities and contexts, however, may be more likely to concur with waiting or queueing and, at the same time, may be correlated with happiness, which is why we routinely control for other activities, place and location, company, and meteorological conditions in $X_{i t}$ as well as region and time fixed effects $r$ and $T$ alongside individual fixed effects $u_{i}$ throughout our regressions, to arrive at the net causal effect $\delta .{ }^{11}$

Our identifying assumption is that selection into waiting or queueing (i.e. Waiting ${ }_{i t}$ ) and its actual reporting (i.e. $R\left(\right.$ Waiting $\left._{i t}\right)$, where $R($.$) is the response function) is independent of happiness y_{i t}$ or quasirandom, conditional on controlling for contextual characteristics $X_{i t}$, region and time fixed effects $r$ and $T$,

[^6]and individual fixed effects $u_{i}$. That is,
\[

$$
\begin{equation*}
y_{i t} \perp \text { Waiting }_{i t}, R\left(\text { Waiting }_{i t}\right) \mid X_{i t}, r, T, u_{i} . \tag{3}
\end{equation*}
$$

\]

Selection Into $\boldsymbol{W a i t i n g}_{i t}$. A common concern for identification is reverse causality, i.e. happier respondents may be systematically more likely to be waiting or queueing when randomly messaged by the app, or vice versa. In our case, this is less of a concern, for three reasons: first, controlling for individual fixed effects $u_{i}$ nets out systematic differences in time-invariant set points of happiness between respondents. Second, to the extent that happiness is incidental when randomly messaged by the app, it is either random itself or random conditional on controlling for other activities the respondent may be simultaneously engaged in at the time and the contexts in which these take place (i.e. $E\left[y_{i t} \epsilon_{i t} \mid X_{i t}, r, T\right]=0$ ). Finally, if happier respondents were systematically more likely to be waiting or queueing when randomly messaged, it would likely lead to an underestimate of $\delta$ : by and large, the literature in economics and psychology finds that people in positive mood (i.e. who are happier) are more patient and less myopic (Ifcher and Zarghamee, 2011; Lerner et al., 2012; Haushofer and Fehr, 2014), suggesting that our identified effect is, if anything, likely to be a lower bound. ${ }^{12}$ A similar logic applies to anticipation of waiting: assuming that unanticipated waiting most adversely affects happiness, anticipated waiting amongst our responses would likely lead to an underestimate of $\delta$.

Selection Into $\boldsymbol{R}\left(\boldsymbol{W a i t i n g}_{\boldsymbol{i t}}\right)$. While selection into waiting or queueing (i.e. Waiting ${ }_{i t}$ ) is less of a concern, selection into its actual reporting (i.e. $R\left(\right.$ Waiting $\left._{i t}\right)$ ) may be more problematic. ${ }^{13}$ In particular, although the very nature of waiting or queueing (which is associated with idle time) makes it likely that respondents actually respond when randomly messaged by the app, there may be concern that the response

[^7]function $R($.$) depends on contextual characteristics that may be correlated with y_{i t}$ (i.e. $R\left(\right.$ Waiting $\left._{i t}\right)+\mu_{i t}$, where $E\left[y_{i t} \mu_{i t}\right] \neq 0$ ), and that there may be systematic over-reporting or under-reporting depending on these characteristics. ${ }^{14}$ For example, respondents may be less likely to respond when waiting for a taxi with a friend after dinner, but more likely when waiting for the bus home by themselves after work. This may have implications for internal validity, by biasing $\delta$, as well as for external validity, by yielding a skewed response share of $s$. Recall that it is entirely up to respondents to judge whether they consider their current activity to be waiting or queueing.

Again, controlling for other activities the respondent may be simultaneously engaged in at the time and the contexts in which these take place ensures that the response function $R($.$) is conditionally uncorrelated$ with $y_{i t}$, i.e. $E\left[y_{i t} \mu_{i t} \mid X_{i t}, r, T\right]=0$. We examine the robustness of $\delta$ in Section 3.1, where we look at unobservable selection and coefficient stability, by selectively excluding other activities, place and location, company, and meteorological conditions in $X_{i t}$ as well as region and time fixed effects $r$ and $T$. As we shall see, our estimate of $\delta$ remains stable regardless of whether we include these controls or not. We then provide a bounding argument in line with Oster (2019), which suggests that unobservable selection plays, if anything, only a minor role.

Sample Selection. Another source of selection is sample selection, which may come in two flavours: first, there may be out-of-sample selection, which is related to internal validity. In our case, it may be a concern if respondents drop out of the sample for reasons that are related to waiting or queueing and that are, at the same time, correlated with happiness. We look into this point in Section ??, where we regress the likelihood of dropping out on waiting or queueing. As we shall see, we do not find that waiting or queueing is a significant predictor of attrition. Note that, if respondents who are generally happier are more likely to drop out, or vice versa, it would be less of a concern, as we are looking at within-individual variation (i.e. changes rather than levels) and are controlling for time-invariant set points of happiness by including individual fixed effects $u_{i}$. Second, there may be selection into the sample, which is related to external

[^8]validity. We look into this point in Section ??, where we compare our estimation sample with external data, by calculating normalised differences between the covariates from our intake and experience-sampling surveys and those in nationally representative household and time use data in the UK. As we shall see, our sample scores relatively high in terms of comparability.

## 3 Results

### 3.1 Waiting Time Estimate

Table 2 shows our waiting time estimate.

> | Table 2 about here |
| :--- |

We find that waiting or queueing has a strong, significant negative effect on happiness: it decreases happiness measured on a zero-to-100 scale by about 3.6 points, holding other activities the respondent may be simultaneously engaged in, current place and location, company, and meteorological conditions as well as region and time fixed effects constant.

Waiting or queueing turns out to be the third least enjoyable activity, surpassed only by being sick in bed (-18.4) and care or help for adults ( -3.9 ). It is followed by travelling or commuting ( -1.9 ), working or studying ( -1.6 ), and admin, finances, organising ( -1.3 ). The most enjoyable activities, on the contrary, are intimacy, making love (+12.7), sports, running, exercise (+6.7), and theatre, dance, concert (+6.6). Activities are generally more enjoyed when being outdoors, somewhere else than at home or at work, and in the company of partners or friends. Appendix Table A1 shows the effects of all activities (including their response shares in percent and daily durations in minutes) as well as of place, location, and company on happiness.

### 3.2 The Value of Time (VOT)

To obtain our estimate of the $V O T$, we first calculate the marginal rate of substitution $M R S$ between Waiting $_{i t}$, which we estimate from Equation 2, and Income $_{i t}$, which we estimate from an auxiliary income regression that we discuss in detail in Section ??. We evaluate the $M R S$ at the median income in the UK during our observation period, i.e. the years 2010 to 2017:

$$
\begin{equation*}
M R S=\frac{\frac{\partial y_{i t}}{\partial W_{\text {aiting }}}}{\frac{\partial y_{i t}}{\partial I n c o m e e_{i t}}} \times \text { Income }_{U K} \tag{4}
\end{equation*}
$$

$W^{\text {aiting }}{ }_{i t}$ reduces happiness measured on a zero-to-100 scale by about 3.6 points, or 0.36 points when converted to the more conventional zero-to-ten scale (cf. Dolan and Metcalfe, 2012). On the contrary, we find that log annual net household income is associated with a rise in happiness of about 0.09 points. This implies that a $1 \%$ increase in income translates into a 0.0009 point increase in happiness. The median annual net household income in the UK during the period 2010 to 2017 was about $£ 18,200(\$ 24,800)$ (Office for National Statistics, 2020).

An important feature of experience-sampling is that activities are, at the time of reporting, durationless. This is a huge advantage: when randomly messaged by the app, respondents are not required to recall exactly how long they have been engaged in each of the activities they are currently doing (as they have to when using the day-reconstruction method (cf. Kahneman et al., 2004), which may lead to recall bias). Neither are they required to make a (possibly inaccurate or even biased) forecast of exactly how long they will continue to be engaged in each of their current activities. Yet, to calculate the $M R S$, we need to lend Waiting $_{i t}$ a temporal dimension (as Income $_{U K}$ refers to annual income). Moreover, we need Waiting ${ }_{i t}$ and Income $_{U K}$ to refer to the same unit of time.

To lend Waiting $_{i t}$ a temporal dimension, we exploit data on its response share $s_{\text {Waiting }}$, which amounts to $2.3 \%$. Taking the average sleep time of 8.7 hours ( 523 minutes) in the UK per day (including both
week days and weekends, cf. UK Time Use Survey 2014 - 2015), we obtain an average awake time of $(24 \times 60)-523=917$ (i.e. $\left.A w a k e_{U K}\right)$. Hence, a share of $2.3 \%$ corresponds to about $((24 \times 60)-523) \times 0.023=$ 21 minutes. That is, respondents report to be waiting or queueing for, on average, 21 minutes per day, either by itself or while doing other things. Recall that a $1 \%$ increase in income (£182) translates into a 0.0009 point increase in happiness. This is about $£ 182 / 365 / 24 / 60=0.0003$ per minute. Plugging these values into Equation 4 and multiplying it by the duration of 21 minutes yields the $V O T_{20}:^{15}$

$$
\begin{align*}
V O T_{20} & =M R S \times s_{\text {Waiting }} \\
& =\left(\frac{-0.36}{0.0009} \times 0.0003\right) \times 21  \tag{5}\\
& =-2.9
\end{align*}
$$

That is, the average respondent in our estimation sample would be willing to pay about £2.9 (\$3.9) to avoid waiting or queueing for 21 minutes, or $£ 8.3$ (\$11.2) when standardised to one hour (i.e. VOT 60 or simply $V O T$ ), assuming linearity when extrapolating. This is our preferred estimate for comparability with other studies. In Section 7, we compare our estimate with others in the literature. As we shall see, it closely resemble those from studies using revealed preferences.

### 3.3 The Value of Opportunity Time (VOOT)

Our parameter Waiting $_{i t}$ resembles those in the literature, most of which look at the stated or revealed willingness to pay for a reduction in waiting time in a specific domain (e.g. commuting). If anything, our parameter is more generalisable, in that it applies across a broad range of activities and their contexts.

Yet, underlying both our parameter and those in the literature is that the VOT is estimated via a reduction in a bad. However, freeing up one additional hour of time not only reduces the displeasure from waiting one hour but also allows people to put that hour to alternative, ideally good, use, by spending

[^9]it on more pleasurable activities instead. Our method gives us the unique opportunity to move beyond existing studies, which lack data on what people are doing beyond a narrow domain, by estimating a novel counterfactual: the value of opportunity time (VOOT), defined as the value of the additional hour of free time that is obtained from reducing one hour of waiting time and that can be re-allocated to other activities. Assuming that people spend the additional hour of free time gained on activities that yield, on average, more pleasure than displeasure, we expect the VOOT to be greater than the VOT, i.e. VOOT $>V O T$.

In obtaining this counterfactual, we make several assumptions: first, we assume that there are no binding constraints when re-allocating time from waiting or queueing to other activities (e.g. working time regulations that impose an upper limit on working or studying). This is likely to be satisfied: for example, for working or studying, which is the activity respondents report to spend most time in, the re-allocation of time amounts to about nine minutes only. Moreover, we assume that relative prices of activities in terms of pleasure or displeasure remain constant and that, as a result, selection into activities remains constant. Again, the rather small re-allocation of time makes this likely. Note that we re-allocate the additional hour of free time agnostically, i.e. pro-rata according to the initial response shares of other activities. Finally, we assume that observed selection into these other activities is a valid counterfactual. In other words, we assume that the activities respondents report to be engaged in are also those they would be engaged in had they marginally more time at their disposal. This is a conservative approach.

The VOOT is obtained in three steps: first, we calculate the marginal rate of substitution $\left(M R S_{k}\right)$ between each of the $k$ other activities (Activity $y_{i t, k}$ ) and income ( Income $_{i t}$ ). We then re-allocate the additional hour of free time obtained from reducing one hour of waiting or queueing to each of the $k$ other activities, pro-rata according to its initial response share $s_{k}$, using an activity-specific re-weighting factor $t_{k}$. Finally, we subtract the re-weighted sum of the marginal rates of substitution of all $k=41$ other activities (i.e. the counterfactual) from the original sum of all $j=42$ activities, which includes waiting or queueing (i.e. the as-is). This is shown in Equations 6 and 7, whereby Equation 7 shows the activity-specific re-weighting factor $t_{k}$ :

$$
\begin{align*}
V O O T & =\sum_{k=1}^{41} M R S_{k} \times t_{k}-\sum_{j=1}^{42} M R S_{j} \times 60 \\
& =\sum_{k=1}^{41}\left(\frac{\frac{\partial y_{i t}}{\text { AActivity }_{i t, k}}}{\frac{\partial y_{i t}}{\partial \text { Income }_{i t}}} \times \text { Income }_{U K}\right) \times t_{k}-\sum_{j=1}^{42}\left(\frac{\frac{\partial y_{i t}}{\partial \text { Activity } y_{i t, j}}}{\frac{\partial y_{i t}}{\partial \text { Income }_{i t}}} \times \text { Income }_{U K}\right) \times 60 \tag{6}
\end{align*}
$$

and

$$
\begin{equation*}
t_{k}=60+\left(\text { Awake }_{U K} \times s_{\text {Waiting }}\right) \times \frac{A w a k e_{U K} \times s_{k}}{\sum_{j=1}^{42} \text { Awake }_{U K} \times s_{j}-A w a k e_{U K} \times s_{W a i t i n g}} \tag{7}
\end{equation*}
$$

where $M R S_{k}$ is the marginal rate of substitution between Activity $_{i t, k}$ and Income $_{i t}$ for each other activity $k=\{1,2,3, \ldots 41\}$ excluding waiting or queueing, evaluated at the median annual net household income in the UK during the period 2010 to 2017, i.e. Income $_{U K}$, and similarly for each activity $j=$ $\{1,2,3, \ldots 42\}$ including waiting or queueing. Awake ${ }_{U K}$ is the average wake time in the UK per day. $s_{W_{\text {aiting }}}$ and $s_{k}$ are the response shares of Waiting $_{i t}$ and Activity $_{i t, k}$. Finally, $t_{k}$ is the activity-specific re-weighting factor of activity $k$ and 60 the constant weight.

We obtain a VOOT of about $£ 9.1(\$ 12.4)$ per hour. It provides a natural upper bound to the monetary value of one hour of time, which lies within the interval $[V O T ; V O O T]$, i.e. $£[8.3 ; 9.1](\$[11.2 ; 12.4])$.

## 4 Robustness

The last three sections, i.e. robustness, effect heterogeneity, and social welfare, are still work in progress and will be completed by the time of the conference.

5 Heterogeneity in Time Values
5.1 By Activity
5.2 By Person Characteristics

6 Social Welfare Analysis

7 Discussion
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Figure 1
a) Allocate blocks of equal duration

b) Allocate buffers at block ends (duration: $0.25 \times$ block duration)

c) Pick a random moment within each block, avoiding buffers

d) Move each moment forward by the same period, randomized between 0 and the block duration, wrapping from the end of the day to the start

e) Result


Notes:
Source: Mappiness, own illustration.
Table 1A: Summary Statistics
Mean Standard Deviation Minimum Maximum Number of Observations





Robust standard errors clustered two-way at the region and respondent levels in parentheses. ${ }^{* * *} p<0.01,{ }^{* *} p<0.05,{ }^{*} p<0.1$
Table 3: Income Estimate

|  | (1) | Нарpy (0-100) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (2) | (3) | (4) | (5) | (6) | (7) |
| $\operatorname{Ln}\left(\right.$ EquivIncome $\left._{i}\right)$ | $\begin{gathered} 1.38^{* * *} \\ (0.35) \end{gathered}$ | $\begin{gathered} \hline 1.17^{* * *} \\ (0.19) \end{gathered}$ | $\begin{gathered} \hline 1.17^{* * *} \\ (0.19) \end{gathered}$ | $\begin{gathered} \hline 1.30^{* * *} \\ (0.18) \end{gathered}$ | $\begin{gathered} 0.91^{* * *} \\ (0.19) \end{gathered}$ |  | $\begin{gathered} 0.95 * * * \\ (0.09) \end{gathered}$ |
| $L n\left(\right.$ Income $\left._{i}\right)$ |  |  |  |  |  | $\begin{gathered} 0.91^{* * *} \\ (0.20) \end{gathered}$ |  |
| Additional Individual-Level Controls ( $X_{i}$ ) |  |  |  |  |  |  |  |
| Age | No | No | No | Yes | Yes | Yes | Yes |
| Marital Status | No | No | No | Yes | Yes | Yes | Yes |
| Children | No | No | No | Yes | Yes | Yes | Yes |
| Health | No | No | No | Yes | Yes | Yes | Yes |
| Experience-Sampling Controls ( $X_{i t}$ ) |  |  |  |  |  |  |  |
| Other Activities | No | No | Yes | Yes | Yes | Yes | Yes |
| Company | No | No | Yes | Yes | Yes | Yes | Yes |
| Place | No | No | Yes | Yes | Yes | Yes | Yes |
| Location | No | No | Yes | Yes | Yes | Yes | Yes |
| Meteorological Controls ( $X_{i t}$ ) |  |  |  |  |  |  |  |
| Air Temperature | No | No | Yes | Yes | Yes | Yes | Yes |
| Wind Speed | No | No | Yes | Yes | Yes | Yes | Yes |
| Precipitation | No | No | Yes | Yes | Yes | Yes | Yes |
| Cloud Cover | No | No | Yes | Yes | Yes | Yes | Yes |
| Sunshine | No | No | Yes | Yes | Yes | Yes | Yes |
| Daylight | No | No | Yes | Yes | Yes | Yes | Yes |
| Spatial Controls (r) |  |  |  |  |  |  |  |
| Region Fixed Effects | No | Yes | Yes | Yes | Yes | Yes | Yes |
| Temporal Controls (T) |  |  |  |  |  |  |  |
| Holiday-Season Controls | No | Yes | Yes | Yes | Yes | Yes | Yes |
| Hour-of-Day Fixed Effects | No | Yes | Yes | Yes | Yes | Yes | Yes |
| Day-of-Week Fixed Effects | No | Yes | Yes | Yes | Yes | Yes | Yes |
| Month Fixed Effects | No | Yes | Yes | Yes | Yes | Yes | Yes |
| Year Fixed Effects | No | Yes | Yes | Yes | Yes | Yes | Yes |
| Individual Fixed Effects | No | No | No | No | No | No | Yes |
| Constant | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Number of Individuals | 30,936 | 30,936 | 30,936 | 30,936 | 30,936 | 30,936 | 30,936 |
| Number of Observations | 2,235,733 | 2,235,733 | 2,235,733 | 2,235,733 | 2,235,733 | 2,235,733 | 2,235,733 |
| Adjusted R Squared | 0.00 | 0.13 | 0.13 | 0.20 | 0.21 | 0.21 | - |
| Adjusted R Squared Within | 0.00 | 0.02 | 0.02 | 0.10 | 0.12 | 0.12 | - |
| F-Test | 15.94 | 63.01 | 58.55 | 144.92 | 140.31 | 140.26 | - |

## Appendix

Figure A1


Notes:
Source: Mappiness, own illustration.

Figure A2


Notes:
Source: Mappiness, own illustration.

Figure A3


## How has my happiness varied over time?

This chart plots your reported feelings in sequence.


Source: Mappiness, own illustration.

Figure A4


Notes:
Source: Mappiness, own illustration.
Table A1: Waiting Time Estimate - Full Table

Table A3: Robustness Check: Income Estimate - Comparison

|  | Happy (0-100) <br> "Mappiness" Study (Present Paper) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Equivalised |  | Non-Equivalised |  |
|  | (1a) | (1b) | (2a) | (2b) |
| Log Annual Gross Household Income | $1.38 * * *$ | 0.91*** | $1.77^{* * *}$ | 0.91*** |
| Controls | No | Yes | No | Yes |
| Number of Individuals | 30,936 | 30,936 | 30,936 | 30,936 |
| Number of Observations | 2,235,733 | 2,235,733 | 2,235,733 | 2,235,733 |
|  | "Track Your Happiness" Study (Killingsworth, 2021) |  |  |  |
|  | Restricted Sample |  | Unrestricted Sample |  |
|  | (3a) | (3b) | (4a) | (4b) |
| Log Gross Annual Household Income | 1.13 *** | 0.70*** | 0.91*** | - |
| Controls | No | Yes | No | Yes |
| Number of Individuals | 41,319 | 41,319 | 41,319 | - |
| Number of Observations | 2,100,828 | 2,100,828 | 2,100,828 | - |
|  | Non-Experience-Sampling Studies |  |  |  |
|  | Swedish Lottery St | qvist et al. | Annual Population Survey |  |
|  | 11 Years Post-Win (5a) | All Years <br> (5b) | (6a) | (6b) |
| Log Gross Annual Household Income | 0.38* | 0.16 | 0.29* | $1.16^{* * *}$ |
| Controls | Yes | Yes | No | Yes |
| Number of Individuals | 1,273 | 3,327 | 34,911 | 34,911 |
| Number of Observations | 1,273 | 3,327 | 34,911 | 34,911 |

## Table A3 Notes

The "Mappiness" Study, which forms the basis of the present paper, is an app-based experience-sampling panel study in the UK. Its measure of annual gross household income from all sources is obtained from a categorical variable with twelve categories, whereby the midpoint of each category is used. To equivalise income, it is divided by the square root of the household size. The happiness measure is obtained from a slider that asks "Do you feel happy?", with answers from zero ("Not at all") to 100 ("Extremely"), whereby 50 is the initial position. The models are estimated using ordinary least squares, with controls including age, gender, marital status (including children), and health.

The "Track Your Happiness" Study, which is described in Killingsworth (2021), is an app-based experience-sampling panel study in the US. Its measure of annual gross household income from all sources is obtained from a categorical variable with fifteen categories (plus additional categories to capture high-income individuals), whereby the midpoint of each category is used. The happiness measure is obtained from a slider that asks "How do you feel right now?", with answers from "Very bad" to "Very good", whereby the initial position is close to "Very bad". The models are estimated using ordinary least squares, with controls including age, gender, marital status, and education level. The restricted sample includes employed, working-age US adults with a minimum annual income of $\$ 10,000$, the unrestricted sample all respondents.

The Swedish Lottery Study, which is described in Lindqvist et al. (2020), is a long-run follow-up survey of a large number of lottery players in Sweden. The study exploits random allocation of prizes to winners conditional on different lottery rules, so that the income coefficient can be interpreted as causal. Its measure of income is a windfall sum of $\$ 100,000$, measured between five to 22 years after the lottery win. Its happiness measure is obtained from an eleven-point Likert-scale question asking "Taking all things together, how happy would you say that you are?", with answers ranging from zero ("Extremely unhappy") to ten ("Extremely happy"). All years include 1994 to 2011, earlier years 1994 to 2005. The models are estimated using ordinary least squares, with controls including age, gender, marital status (including children), education, migration status, and capital and labour income.

The Annual Population Survey are cross-section data that combine and extend the quarterly Labour Force Survey in Great Britain. Its measure of annual gross household income is based on the gross weekly pay in the main job of all respondents who are employees and those on a government scheme, multiplied by 52. The happiness measure is obtained from an eleven-point Likert-scale question asking "Overall, how happy did you feel yesterday?", with answers ranging from zero ("Not at all") to ten ("Completely"). The models are estimated using ordinary least squares, with controls include age, gender, marital status, health, and education (i.e. the combined controls from the "Mappiness" and "Track Your Happiness" experience-sampling studies), as well as total usual hours worked to account for differences in time use, which is similar to controlling for activities in experience-sampling studies. We weigh observations using integrated household weights.


[^0]:    ${ }^{1}$ Appendix Table ?? shows estimates from the literature by valuation method.

[^1]:    ${ }^{2}$ Our argument mirrors that by (Kahneman et al., 1997) who make a distinction between decision and experienced utility.
    ${ }^{3}$ Fisher, like Edgeworth, believed in the importance of utility measurement. However, he did not trust direct

[^2]:    ${ }^{5}$ All $\$$ figures are converted from £using an exchange rate of $1: 1.36$, current at January 23, 2022.
    ${ }^{6}$ The UK Department for Transport (DfT) values one hour of working time at about $£ 38.5$ ( $\$ 52.4$ ). One hour of leisure time is valued lower, though, at about $£ 19.9$ ( $\$ 27.1$ ) for leisure time spent commuting and $£ 9.1$ ( $\$ 12.4$ ) for leisure time spent doing other things (DfT, 2021a,b).

[^3]:    ${ }^{7}$ http://www.mappiness.org.uk

[^4]:    ${ }^{8}$ Participants could choose between $1,2,3,4$, or 5 messages per day and could specify daily start and end times to the nearest fifteen minutes. Notifications (pings) were similar to text messages in terms of sound, vibration, or both.

[^5]:    ${ }^{9}$ If respondents are working from home, they are prompted to select at home.

[^6]:    ${ }^{10}$ Recall that the number of messages per day and the daily start and end time can be modified by participants, the default being two messages per day between 8 am and 10 pm .
    ${ }^{11}$ Note that our results remain qualitatively the same regardless of whether we include these controls or not, supporting the notion of exogeneity, even unconditionally. See Section 3.1 for these results.

[^7]:    ${ }^{12}$ Mechanisms include that happier people are less likely to crave for immediate rewards to compensate for their current unhappiness (Lerner et al., 2012), or that positive mood strengthens willpower (Ifcher and Zarghamee, 2011; Haushofer and Fehr, 2014).
    ${ }^{13}$ Note that controlling for individual fixed effects $u_{i}$ also nets out systematic differences in response functions $R($.$) between respondents, so that respondents should be equally likely to respond, with similar lags, when randomly$ messaged by the app.

[^8]:    ${ }^{14}$ If misreporting is random, it amounts to random measurement error and leads to attenuation bias, yielding a lower-bound estimate.

[^9]:    ${ }^{15}$ The same monetary value can be obtained using a different time unit, e.g. hours instead of minutes.

